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METHOD FOR ESTIMATING THE DENSITY OF HIGH LEVEL NUCLEAR WASTE GLASS
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ABSTRACT:
A database of over 1100 silicate glass compositions and densities was compiled and used to evaluate the efficacy of an algorithm for estimating the density of silicate glass compositions. We sought to develop a parsimonious algorithm based on the additivity of partial molar volumes of individual oxide components weighted by their mole fraction in a glass composition. Bound molar volumes were used for oxides in which the density of the oxide bound in a glass matrix was previously determined. The bound molar volumes were known for oxides covering 97.5 mole percent of the database compositional space. The measured glass densities were plotted against the estimated glass densities and a linear regression yielded an \( R^2_{\text{adj}} = 0.95 \) and a slope and intercept of approximately one and zero, respectively. This regression suggests that glass densities estimated by the algorithm, within analysis uncertainty, are equal to the measured densities of the glasses. In addition to the development of the density estimation, we corroborated many of the referenced bound molar volume data used in the parameterization of the estimation algorithm via linear regression of the individual partial molar volumes versus the inverse measured densities (specific volumes) of the glasses in the database.

1. INTRODUCTION:

The waste loading and amount of fissile material in a high-level nuclear waste (HLW) glass is carefully controlled and typically must meet limits imposed by regulatory agencies for acceptance into permanent storage locations. Glass density is affected by the amount of waste and/or fissile mass concentration that is allowable in an HLW glass canister¹⁻⁸. At the Savannah River Site, the Savannah River National Laboratory currently measures the densities of glasses as part of a “variability study” designed to determine the
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Bounding limits for glass composition for an individual sludge batch. These measurements are coupled with other data to determine an upper limit density limit for a particular “sludge batch” to be processed by DWPF.

Efforts have been made in the past to estimate the density of a HLW glass based on its composition ⁹⁻¹¹. What sets this current effort apart, is the reliance on additive properties combined with partial molar volumes for bound oxides in glasses that cover a large portion of the parameterization necessary to execute the estimation algorithm. We used a set of bound oxide partial molar volume data that was acquired by A.A. Appen ¹² and summarized by M.B. Volf ¹³ and glass compositions from multiple sources to achieve the results in this study. Importantly, there is no regression of measured versus estimated density data nor empirical “fitting” of data to achieve the final estimated density values. The method employed and described in this work correctly estimates, within stated statistical uncertainties, the density of a glass based on the glass’s composition. The resulting algorithm provides researchers, engineers, and plant operators with an intuitive tool for estimating glass density.

2. Experimental Procedure:

2.1 Database Development

The database employed in this study ¹⁴ was compiled from multiple sources including: Defense Waste Processing Facility (DWPF) glass variability studies with experimental work performed at Savannah River National Laboratory (SRNL) or at the Vitreous State Laboratory (VSL) at Catholic University of America; HLW studies conducted at Pacific Northwest National Laboratory (PNNL); and numerous literature sources. The database contains 1104 unique glass compositions – 329 of these are variants of HLW glass compositions, and an additional 148 glasses are taken from sources related to nuclear waste glass studies ¹⁻⁶, ¹⁰, ¹⁵⁻³⁴. The remainder of the glasses in database range from simple binary compositions to more complex systems that contain up to ten oxide components.
The database covers measured glass density ranges from 2.224 g/cm$^3$ to 3.997 g/cm$^3$. Figure 1 shows the compositional coverage for each oxide and estimates the numbers of glasses containing each oxide. The complexity of the glasses in the database in terms of number of oxide components varies between binary compositions and HLW compositions containing as many as 26 individual oxides.

2.2 Calculations

Initially, the specific volumes of the glass compositions were estimated by summing the partial molar volumes weighted by mole fraction of the various oxide components in the glass as demonstrated by Equation 1.

\[
V_E = \sum \frac{x_i V_i}{M_{\text{glass}}}
\]  

(1)

\[
M_{\text{glass}} = \sum x_i m_i
\]  

(2)

Where: $V_E$ is the specific volume of the glass (cm$^3$/g), $M_{\text{glass}}$ is the molar mass of the glass (g/mol), defined in Equation 2, $x_i$ is the mole fraction of the $i^{th}$ oxide component of the glass, $V_i$ is the partial molar volume of the $i^{th}$ oxide component, and $m_i$ is the molar mass of the oxide (g/mol). The estimated density is then the reciprocal of the specific volume (Equation 3):

\[
\rho_E = \frac{1}{V_E}
\]  

(3)

Where, $\rho_E$ is the estimated glass density (g/cm$^3$).

We included an uncertainty, perhaps more appropriately “error,” in the estimation via an additional term, $\epsilon$, on both sides of Equation 3, which reflects the fact that this evaluation relies upon measurements (e.g., glass composition analysis) with intrinsic uncertainties. We assumed that the errors associated with the
estimated densities were normally distributed such that the error is equal to the standard deviation of
the estimates’ residuals as shown in Equation 4.

\[
\epsilon = s \left( \rho_{measured} - \rho_E \right)
\]  

(4)

Where \( s \) is the standard deviation of the residual estimates, \( \rho_{measured} \) is the measured glass density, and \( \rho_E \) is the estimated glass density so that the estimated density and associated error for an individual glass
composition are determined from Equation 5:

\[
\rho_E = \left( \frac{1}{V_E} \right) + \epsilon = \frac{M_{glass}}{\sum x_i V_i} + \epsilon
\]  

(5)

2.3 ASSUMPTIONS

The following assumptions were employed with respect to composition, elemental speciation, and oxide
partitioning for the glasses in the database utilized in this study.

1. We assumed that any sulfur species present in the glasses, a common occurrence in HLW compositions and usually presented as SO\(_3\) or SO\(_4\)), formed part of the glass matrix as Na\(_2\)SO\(_4\). Given the typically low concentration of sulfur species present in HLW glass (<2 wt.%), this assumption was determined to have no effect on the applicability of the algorithm to estimate density within the bounds of our imposed uncertainty (Section 2.2). That being said, the input parameters and species partitioning can be amended to reflect new insights into sulfur/glass interactions; however, our current understanding of sulfur loading indicates that 2 wt.% is near the maximum amount of SO\(_x\) that can be incorporated homogeneously into glass \(^{36,37}\).

2. A small subset of HLW glasses contains elemental F and Se \(^{16}\). We assumed that F behaves as being loosely bonded to SiO\(_4\) and AlO\(_4\) tetrahedra \(^{38-42}\) and does not have a large effect on the specific volume of the glass when present in these small quantities. Because of the large range of values
reported for various F species in glasses in the referenced literature, we flexed the algorithm by varying the partial molar volume of fluorine in the glass from $5 - 20 \text{ cm}^3/\text{mol}$. The results of this exercise demonstrated that a large uncertainty in the F partial molar volume has immeasurable impact on the estimated densities for the glass compositions containing F in the database relative to the imposed uncertainty limit. Based on references $^{43,44}$, we assumed that Se, when incorporated into the silicate glasses, resembled the structure of $\text{SeO}_3^{2-}$.

3. The concentration of U-bearin oxides was partitioned between $\text{UO}_2$ and $\text{UO}_3$ in the glasses that contained uranium as suggested by Volf $^{45}$. Uranium can exist in many oxidation states in a glass system depending on the reduction/oxidation (REDOX) environment of the melt as well as the coordination of other glass constituents. In terms of this work, we assumed, based on the suggestion by Volf and others, that any U in the glasses reported as $\text{U}_3\text{O}_8$ was divided between $\text{UO}_2$ and $\text{UO}_3$ accordingly: $\text{U}_3\text{O}_8 = \text{UO}_2 \cdot 2\text{UO}_3$. As with other low-concentration glass constituents, variability in the U-speciation did not impact the efficacy of the algorithm in estimating glass density within the limits we imposed.

Other assumptions, such as the additivity of the partial molar volumes of oxide components in glass, were taken as valid for the purpose of this work. Effects such as those associated with varying B and Al speciation and the thermal history of the glasses were assumed to be negligible insofar as their influence on the density estimation can be absorbed by our applied uncertainty. Any effects associated with the non-ideality of a glass versus crystal of the same composition were assumed to be similarly negligible as is borne out by the accuracy of the estimations which will be described.

2.4 Partial Molar Volumes

In developing the database and the various parameters needed to estimate the densities of the glasses contained in the database, the idea of utilizing “bound molar volumes” and “bound oxide densities” was
employed. As noted by Volf\textsuperscript{13}, “the volume of melted glass is smaller than the sum of the volumes of free oxides.” In this context, the phrase “free oxides” is referencing the stand-alone volume of a glass oxide component whereas “bound molar volume” or “bound oxide density” refers to the property of an oxide component when incorporated into a glass matrix.

Indeed, there is measured and reported variability between the free oxide and bound oxide densities and molar volumes for a number of major oxides contained in HLW glass formulations. Table 1 gives the partial molar volumes of all oxides parameterized in the database, and the values from Volf\textsuperscript{13} are especially delineated to highlight their variability from the “free oxide molar volume”.

Inspection of Table 1 reveals no ostensible correlation between the oxide properties and ratio of the bound oxide density to the free oxide density. That is to say, some oxides have a greater bound molar volume than free molar volume, while others do not, and there is no clear macroscopic, property-based trend as to why this occurs. As such, no statistical correlation between the free vs. bound oxide densities, and the macroscopic physical properties of the oxides could be established (e.g., linear regression, extrapolation). Also observable from Table 1 is the fact that several oxides composing some of the glasses in the database do not have bound densities listed (e.g., Fe$_2$O$_3$, U$_3$O$_8$). In such instances, we employed the free oxide density given by the Handbook of Chemistry and Physics\textsuperscript{46} as sufficient to estimate the density of all the glass compositions in the database. The rationale for this application is that the total number of moles of oxides in the database with “known” bound densities accounts for 97.5% of the total number of moles of oxides in the database. In terms of weight percent, the mass of oxides with a “known” bound density accounts for 95.7% of the entire mass of glass represented by the compositions in the database. While not insignificant, the amount of glass for which the bound density is unknown is sufficiently small enough to not affect the accuracy of the algorithm as was demonstrated by the results of the overall effort.
3.0 Results and Discussion

The specific volumes of the glasses in the database were treated as a thermodynamically ideal, extensive, additive property. Accordingly, data from Table 1 were combined with the compositions of the glasses from the database to generate a specific volume for each glass. These estimated specific volumes were plotted against the reciprocal of the measured density for each glass. The corresponding plot, along with a linear regression of these data and the associated 95% tolerance intervals are shown in Figure 2a. A linear regression of the estimated specific volume versus the inverse measured density yielded a fit equation with a slope of approximately one and an intercept of approximately zero. When this line was extended through the origin of Figure 2a, as shown in Figure 2b, we observed that a slope and intercept of one and zero, respectively, are contained within the 95% confidence intervals of the individual predictions via the regression. In other words, the estimated specific volume is approximately equal to the inverse measured density of the glasses.

Similarly, the slope and intercept of the of the measured density versus the reciprocal of the estimated specific volume, or the estimated density, were also approximately one and zero, respectively. The relationship between the measured and estimated density along with the regression data are shown in Figure 3. The upper and lower 95% tolerance intervals determined assuming a normal distribution of the prediction residuals are also shown in Figure 3. Again, an extension of the fit through the origin of the plot in Figure 3 demonstrates that the confidence intervals capture the origin serving as another indication of the accuracy of the density estimation via the weighted partial molar volumes of the oxides.

Analysis of the residuals of the estimates versus the measured densities indicates a slightly overpredicted bias. Viz., the mean of the residuals is slightly negative (μ = -0.0073). This overprediction of the density, while not ideal, does provide for a layer of conservatism when estimating HLW glass density. A histogram
of the residuals along with the assumed normal distribution used for the establishing the 95% tolerance limits in Section 2.2 is shown in Figure 4.

3.1 ESTIMATES OF HLW GLASS DENSITIES

The initial focus of this work was to establish a method by which the densities of potential HLW glass compositions could be estimated. The estimation algorithm and parameterization presented here is also applicable to any facility producing glass and gives operators an a priori method for determining glass densities without the need for measurement.

We evaluated the density estimations provided by Equation 3 against the measured values for a subset of glasses from the database that contained density values obtained by various institutions for simulated HLW glass compositions. The results of this evaluation are shown in Figure 5. Fourteen of the HLW compositions fall outside of the two-sided tolerance interval shown in Figure 5, which is approximately 4.3% of the glasses and expected for the subset of 329 glasses within the applied tolerances.

3.2 REGRESSION OF PARTIAL MOLAR VOLUMES

Not all of the oxides contained within the database have known partial molar volumes as discussed in Section 2.4. We attempted several methods of regression to delineate more accurate parameters for these “unknown” oxides. Our first effort was to substitute Equation 2 into Equation 1 such that the result could be expressed as:

$$\left(\frac{1}{\rho}\right) = \sum \frac{x_i}{M_{\text{glass}}} \nu_i + \epsilon = \sum x_i' \nu_i + \epsilon$$

Where \(x_i'\) is the known composition term and \(\nu_i\) may be allowed to play the role of the unknown coefficient representing the effect of oxide “\(i\)” in the relationship defined by Equation 6. This regression yielded mixed results. For the oxides in which the partial molar volume was known via Volf, many of the
estimated partial molar volumes were close to the values given in Table 1. A comparison of the values from Table 1 to the estimated partial molar volumes is shown in Figure 6. The estimated values for Bi₂O₃, Sb₂O₃, and ThO₂ (Figure 6 inset) were unrealistic (e.g., the estimated partial molar volume of Sb₂O₃ was -53.34 cm³/mol). However, for oxides that comprise a majority of the glass compositions in the database, the estimated partial molar volumes were similar to those reported in Table 1.

An additional method, in which individual partial molar volumes were isolated and estimated by solving Equation 1 for the individual molar volume of a specific oxide, also yielded mixed results, but did not improve upon the estimations beyond what was achievable with the values from Table 1. Ultimately, we decided to utilize the original set of literature-referenced partial molar volumes. However, we envision utilizing a larger data set in the future from which we can isolate glass subsets containing glasses for which the bound molar volumes are unknown and can then perform these regressions to improve our estimation parameterization.

4.0 Conclusions

Calculating the specific volume, and consequently density, of a glass composition via the partial molar volumes of the individual oxide components yielded estimates that were approximately equal to the measured values. This new look at a classic theory demonstrated that for certain industrial applications and processes, using composition-weighted, partial molar volumes to determine a glass density is sufficiently accurate to provide a priori estimates of a composition’s density. We attempted to delineate the partial molar volumes of oxides in the database for which we did not have “bound” values. The results of this exercise were mixed: the estimated partial molar volumes agreed for several oxides for which the bound molar volume was already known; however, the estimates for many oxides (with known, i.e., in Table 1, and unknown bound values) were unrealistic. Upon further inspection, we observed that a degree of compositional leverage is required to determine an accurate partial molar volume via
regression. For instance, if the minimum and maximum concentrations of an oxide in the regression test set are separated by only a few percent, it is difficult to acquire a reasonable estimate of the effects of that oxide’s molar volume on the overall specific volume of a glass. We intend to improve the parameterization in the future by utilizing larger datasets with more compositional leverage from which we can determine bound partial molar volumes for the “unknown” oxides. That being said, the algorithm and parameter set developed in this work are adequate for estimating HLW glass density.
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Table 1: The partial molar volumes applied to the oxides in the database. The bound molar volume, $\nu_b$, is simply determined by dividing the molar weight of the oxide by the bound density given in Volf [13]. For the oxides which have “bound molar volume” values, the free molar volume is given in parentheses.

<table>
<thead>
<tr>
<th>Oxide</th>
<th>Partial Molar Volume (cm$^3$/mol)</th>
<th>Oxide</th>
<th>Partial Molar Volume (cm$^3$/mol)</th>
<th>Oxide</th>
<th>Partial Molar Volume (cm$^3$/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al$_2$O$_3$</td>
<td>40.78 (25.55)</td>
<td>Fe$_2$O$_3$</td>
<td>31.20</td>
<td>SO$_3$, SO$_4$ (as Na$_2$SO$_4$)†</td>
<td>52.61</td>
</tr>
<tr>
<td>As$_2$O$_3$</td>
<td>52.89</td>
<td>Gd$_2$O$_3$</td>
<td>48.92</td>
<td>Sb$_2$O$_3$</td>
<td>47.02 (51.69)</td>
</tr>
<tr>
<td>B$_2$O$_3$</td>
<td>24.87 (27.30)</td>
<td>K$_2$O</td>
<td>33.64 (40.08)</td>
<td>Se (as SeO$_3^-$)‡</td>
<td>36.91</td>
</tr>
<tr>
<td>BaO</td>
<td>21.91 (26.80)</td>
<td>La$_2$O$_3$</td>
<td>50.05</td>
<td>SiO$_2$</td>
<td>26.36 (27.31)</td>
</tr>
<tr>
<td>Bi$_2$O$_3$</td>
<td>45.24 (52.35)</td>
<td>Li$_2$O</td>
<td>11.07 (14.84)</td>
<td>Sm$_2$O$_3$</td>
<td>45.88</td>
</tr>
<tr>
<td>CaO</td>
<td>14.38 (16.79)</td>
<td>MgO</td>
<td>12.22 (11.20)</td>
<td>SrO</td>
<td>17.56 (22.05)</td>
</tr>
<tr>
<td>CdO</td>
<td>17.83 (15.75)</td>
<td>MnO</td>
<td>13.70</td>
<td>Ta$_2$O$_5$</td>
<td>53.62</td>
</tr>
<tr>
<td>CeO$_2$</td>
<td>23.60</td>
<td>MnO$_2$</td>
<td>17.11</td>
<td>TeO$_2$</td>
<td>27.05</td>
</tr>
<tr>
<td>Ce$_2$O$_3$</td>
<td>46.90</td>
<td>MoO$_3$</td>
<td>30.63</td>
<td>ThO$_2$</td>
<td>31.81 (27.25)</td>
</tr>
<tr>
<td>CoO</td>
<td>13.20</td>
<td>Na$_2$O</td>
<td>20.00 (27.30)</td>
<td>TiO$_2$</td>
<td>21.02 (20.80)</td>
</tr>
<tr>
<td>CrO$_3$</td>
<td>37.00</td>
<td>Nd$_2$O$_3$</td>
<td>46.48</td>
<td>ThO$_4$</td>
<td>63.40 (41.62)</td>
</tr>
<tr>
<td>Cr$_2$O$_3$</td>
<td>29.20</td>
<td>NiO</td>
<td>33.50</td>
<td>U$_3$O$_8$</td>
<td>100.48</td>
</tr>
<tr>
<td>Cs$_2$O</td>
<td>63.00</td>
<td>P$_2$O$_5$</td>
<td>59.50</td>
<td>UO$_2$</td>
<td>24.80</td>
</tr>
<tr>
<td>CuO</td>
<td>12.40</td>
<td>PbO</td>
<td>22.32 (23.51)</td>
<td>UO$_3$</td>
<td>39.20</td>
</tr>
<tr>
<td>Cu$_2$O</td>
<td>23.80</td>
<td>Pr$_2$O$_3$</td>
<td>47.80</td>
<td>Y$_2$O$_3$</td>
<td>46.70</td>
</tr>
<tr>
<td>F$^0$</td>
<td>14.20</td>
<td>Rh$_2$O</td>
<td>45.59 (46.74)</td>
<td>ZnO</td>
<td>14.53 (14.82)</td>
</tr>
</tbody>
</table>

† See “Assumption 1.”
‡ See “Assumption 2.”
<table>
<thead>
<tr>
<th>Oxide</th>
<th>Weight Percent (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FeO</td>
<td>12.60</td>
</tr>
<tr>
<td>RuO₂</td>
<td>18.87</td>
</tr>
<tr>
<td>ZrO₂</td>
<td>23.25 (22.44)</td>
</tr>
</tbody>
</table>

**Figures & Captions:**
**FIGURE 1.** The compositional space covered by the glasses in the database. The colorbar represents the approximate number of glasses containing an oxide. The top and bottom represent the maximum and minimum concentration, respectively, of each oxide.

**FIGURE 2.** (a) The inverse measured density versus the estimated specific volume ($V_E$). The green shaded region represents the 95% tolerance level on the individual estimates. (b) The extension of the fit given by the dashed green line in (a) through the graph origin demonstrating an intercept of zero and a slope of one are contained within the tolerance interval.
FIGURE 3. The measured glass density versus the inverse of the estimated specific volume for each glass. The green shaded region represents the 95% confidence interval on the individual predictions and the dashed green line is a linear fit of the estimated to the measured values.
FIGURE 4. The histogram of the residual errors of individual estimates of glass densities in the database. The dashed line represents a normal distribution fitted to the residual data.
FIGURE 5. Estimated densities of a HLW glass subset from the database. The bound, shaded region demarcates the tolerance region for 95% coverage at 95% confidence. Fourteen glasses fall outside this region, which is approximately equal to 5% of the compositions in the subset.
FIGURE 6. A comparison of some of the estimated partial molar volumes from the regression in Equation 5 with the values taken from Volf\textsuperscript{13} in Table 1. The inset graph shows the same information for three additional oxides.