(70295

DP-M§-83-27, Rev. 1

2-D SIMULATIONS OF DRAINAGE WINDS AND DIFFUSION
COMPARED TO OBSERVATIONS

by
Alfred J. Garrett and Frank G. Smith. III
Savannah River Laboratory

E. I. du Pont de Nemours & Co.
Aiken, SC 29808

December 8, 1983 S;le_ N Y
RECORD COPY

For publication in
Journal of Climate and Applied Meteorology

This paper was prepared in connection with work done under
Contract No. DE-AC09-76SR0O0001 with the U.S. Department of Energy.
By acceptance of this paper, the publisher and/or recipient
acknowledges the U.S. Government's right to retain a nonexclusive,
royalty-free license in and to any copyright covering this paper,
along with the right to reproduce and to authorize others to
reproduce all or part of the copyrighted paper.



This document was prepared in conjunction with work accomplished under Contract No.
DE-AC09-76SR00001 with the U.S. Department of Energy.

DISCLAIMER

This report was prepared as an account of work sponsored by an agency of the United States Government.
Neither the United States Government nor any agency thereof, nor any of their employees, makes any
warranty, express or implied, or assumes any legal liability or responshility for the accuracy,
completeness, or usefulness of any information, apparatus, product or process disclosed, or represents that
its use would not infringe privately owned rights. Reference herein to any specific commercial product,
process or service by trade name, trademark, manufacturer, or otherwise does not necessarily congtitute or
imply its endorsement, recommendation, or favoring by the United States Government or any agency
thereof. The views and opinions of authors expressed herein do not necessarily state or reflect those of the
United States Government or any agency thereof.

This report has been reproduced directly from the best avail able copy.

Available for sale to the public, in paper, from: U.S. Department of Commerce, National Technical
Information Service, 5285 Port Royal Road, Springfield, VA 22161, phone: (800)

553-6847, fax: (703)  605-6900, email: orders@ntisfedworld.gov  online  ordering:
http://www.ntis.gov/ordering.htm

Available electronically at http://www.doe.gov/bridge

Available for a processing fee to U.S. Department of Energy and its contractors, in paper, from: U.S.
Department of Energy, Office of Scientific and Technical Information, P.O. Box 62, Oak Ridge, TN
37831-0062, phone: (865 ) 576-8401, fax: (865) 576-5728, email: reports@adonis.osti.gov



DP-MS=83=27, Rev. 1

2-D SIMULATIONS OF DRAINAGE WINDS AND DIFFUSION
COMPARED TO OBSERVATIONS

by
Alfred J. Garrett and Frank G. Smith, III
Savannah River Laboratory
E. I. du Pont de Nemours & Co.
Aiken, SC 29808
ABSTRACT

A vertically integrated dynamical drainage fIOW1ﬁode1 is
developed from conservation equations for momentum and mass in a
terrain-following coordinate system. Winds fields from the dynami-
cal model drive a Monte Carlo transport and diffusiop model., The
model needs only topographic data, an Eulerian or Lagrangian time
scale and a surface drag coefficient for input data, and can be
started with a motionless atmosphere. Model wind and diffusion [
predictions are compared to observations from the rﬁgged Geysers CA
area. Model winds generally agree with observed surface winds, and
in some cases may give better estimates of area-averaged flow than
point observations. Tracer gas concentration contours agree quali-
tatively with observed contours, and point predictions of maximum
concentratioﬁs were correctly predicted to within factors of 2 to
10. Standard statistical tests of model skill showed that the
accuracy of the predictions varied significantly from canyon to
canyon in the Geysers area. Model wind predictions are also

compared to observations from the Savannah River Plant of SC, which



has gently rolling terrain. The modcl correctly simulated the
slower development of drainage winds and slower deepening of the
drainage layer in the Savannah River Valley, relative to the
Geysers CA simulations. The SC simulations and observations
suggest that drainage winds are more frequent in the southeast
United Scates_than is generally recognized., They may be respeonsi-
ble for some of the errors in air pollution concentration predic-

tions made by Gaussian models, which assume homogeneous winds and

turbulence.




1. INTRODUCTION

Industrialization of the western U.S. has stimulated research
on the transport and diffusion of pollutants in regions where the
terrain strongly influences low-level winds and turbulence. The
Department of Energy (DOE) initiated a research project on flow and
diffusion in complex terrain in 1979, called Atmospheric Studies in
Complex Terrain (ASCOT). A basic objective of the ASCOT project is
improvement in accuracy of surface concentration predictions by
drainage flow model.s. '

Drainage winds form whenever there is significant radiative
cooling over a sloping surface, although ambient winds may mask
their presence to some degree. Meteorologists have been analyzing
and modeling the characteristic drainage wind velocity jet for many

I
years, e.g., see one-dimensional analytical models by Prandtl
(1942) and Defant (1949, 1951). As a result of the ASCUT project,
more complex one-dimensional drainage flow models have been
developed and solved numerically by Rac and Snodgrass (1981) and
Garrett (1983).

One-dimensional models can only be applied to drainaée_winds
forming over uniform slopes, and so cannot address multi-dimensional .
effects, such as flow convergence and pooling, Yamada (1981, 1983)

and McNider and Pielke (1981) used two and three dimensional simu-

lations to attack the general problem. Three dimensional primitive




equation models produce the most realistic simulations of drainage
winds if the grid resolution is fine enough to resolve flows with
characteristic depths of 10 to 100 m. Calculations with the
necessary space‘resolution are expensive, so there is a need for
models of intermediate complexity which can be applied to practical
problems such as industrial site selection.

Several models have been developed since 1970 which could be
applied to the drainage flow prediction problem without excessive
computational expense. The model by Gutman (1972) solves the equa-
tions of motion in a vertical (x-z) plane using idealized eddy
viscosity profiles.. The equations were scaled for Qraiﬁage winds,
but the surface cooling rate was imposed, and complications such as
roughness inhomogeneities were not considered. Gutman claimed
qualitative agreement between model predictions and observations
but he made no direct comparisons with observations. Danard's
(1977) model is a two-dimensional (x,y), time-depen@ent, primitive
equation model in sigma coordinates that adjusts initial wind
fields based on measurements of the large scale flow to reflect the
effects of field data to test his model, two of which were repre-
sentative of drainage flow conditions, Scholtz and Brouckaert
(1978) déveloped a two-dimensional (x,y) steady-state vertically-
integrated model based on mass and momentum censervation. Each
physical process is represented by a flow potential function, which

are linearly combined to give the total potential field. The model

was designed for stably stratified surface layers, and the



developers used this restriction to link upper geestrophic flow to
the surface layer through the pressure gradient, rather than
through turbulent momentum transfer. Scholtz and Brouckaert used
76 days of data to test their model, most of which included drain-
age winds to some degree. The model demonstrated some skill at
predicting surface layer winds in complex terrain. Kau et al,
(1982) used a statistical approach to wind prediction in complex
tegrain. The model demonstrates some skill at short-term wind
predictions, but it requires site-specific data for determination
of coefficients. So it cannot be used for analysis of sites for
which there is no meteorological data. .

All of the vertically-integrated models described above use
arbitrary methods to define the top of the model domain. 1In
contrast, Manins and Sawford (197%9a, 1979b) developed and tested a
drainage flow model that predicts the depth of the drainage layer
by using entrainment theory and laboratory measurements., However, '
their model treated only the stream-wise space dimension. None of
the models included equations for the transport and diffusion of
pellutancs.

This paper describes a combined dynamical and air pollution
model which attempts to correct the deficiencies noted abdve. The
model is specifically designed for drainage flow simulationé, which

allowed considerable simplification of the governing equations and

kept computational demands at a moderate level. Im the following




sections, the model is developed and tested with wind and tracer

gas data from two areas in a mountainous region and with wind data

from a region with gently rolling terrain.

2., DERIVATION OF MODEL EQUATIONS

a. Dynamic Model

The derivation given below is presented in more detail by

Garrett and Smith (1982). Dutton (1976) derived the conservation

equations for momentum and mass in a generalized coordinate system.

Starting with this general system, Pielke and Martin (1981) showed

that if a terrain-following vertical coordinate is used, then the

criterion
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(where zg (x,y) is the elevation of the ground above an arbitrary

reference level) allows simplification of the general system down

to the following set of equations.
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There are some differences between Egs. (2) through (5), and
those derived by Pielke and Mértin. The transformed vertical
coordinate z is defined by

— (6)
where zp is the vertical coordinate in a rectilinear system.

This transformation is simpler than the one used byiPielke and
Martin, which includes a material surface or "1id" at the top

of the model domain. The model to be developed here will be a
vertically integrated or "slab" model, so a simpler transformation
is apprupriate. Also, sioce this model is specifically designed
for simulation of drainage winds, which are low—velécity thermally
stratified flows, the hydrostatic approximation, Eq. (5), is valid,
and Coriolis terms in Egs. (3) and (4), which involved w were
dropped (w <<u,v).

Several steps are next taken to simplify Eqs. (2) through (5)
and put them into a form appropriate for drainage flow simulations.
First, (3) and (4) are put into the flux form using (2). The

Reynolds decomposition into mean and fluctuating components is

performed next, After averaging, two simplifying assumptions are



required to obtain closure: 1. triple correlations are negligible
and 2. turbulent transport of density fluctuations parallel to the
surface is negligible. The velocity compconents in the drainage
layer are treated as if they are constant, and an integration to
the top of a variable~depth layer is performed. The Boussinesg
approximarion is used to replace density fluctuations with poten-
tial temperature fluctuations. Next, the assumption that the
mesoscale pressure pertubation created by the drainage wind is in
hydrostatic balance allows the mesoscale pressure gradient to be
expressed in terms of the perturbaticn potential temp;rature of the
drainage layer and the slope of the drainage layer.‘ Horizontal
turbulent transport of momentum is modeled by using the gradient
transport hypothesis. The surface stress and the interfacial
stress at the top of the drainage layer are modeled with parame-
terizations similar to those used by Manins and Sawford (1979a).

For example,

T lo = - CyUu (N
Wlh =V (U - ua)E- (8)

where Cp is a drag coefficient, and u, is the x velocity component
of the ambient wind above the drainage wind. The velocities U and
V are the drainage layer and interfacial shear velocities, respec-

tively, and are defined by

U= (u2 +v2]“2 (9)
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V= [(u—ua] + (v - va] ] . (10
The variable E is the interfacial ‘entrainment paramctcr defined by

E=A/(S R +4) | (11)
where A and A, are constants with values of 0.002 and 0.02
respectively, and 8, ié a profile factor with a value of 0.5
(Manins and Sawford, 1979a). The quantity Rj is a layer
Richardson number defined by

~gOnph
D (12)
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A

where h is the drainage laver depth, O is a reference potential

4
temperature and Op is the perturbation potential temperature of
the drainage layer (always negative for drainage winds).

The equations in their final form are
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In Eqs. (13) through (155 Ky is the horizontal eddy viscosity,

which is defined in terms of the horizontal wind shear (sée
Smagorinsky et al., 1965 and Anthes and Warner, 1978). In (15), the
term VE represents turbulent entrainment into the drainage layer

normalized by the mean density, i.e.,

VE = = —— " (16)

Note that the mesoscale pressure perturbation terms in (13) and (14)
which involve gradients of h, are independent aof the local slope
gradient. These are the terms responsible for forciﬁg flow in the
valley floor which has little or no local tilt. These terms are
also responsible for deceleration of downslope flows into a pool of
cold air.

If 0p and the geostrophic and ambient velocity components are
prescribed, then Eqs. (13) through (15) are a closed system that can
be solved numerically. The geostrophic and ambient velocity compo-'
nents can be determined from measurements or set equal to zero for a
simulation of pure drainage winds. A space and time dependent
specification for 9p would require an additional prognostic equa-
tion. But observations of drainage winds show that they form
rapidly‘after radiation sunset and remain fairly steady through the
night, unless they are disturbed by a synoptic-scale event; Data
volumes compiled by (Gudiksen, 1981) contain surface data with
excellent examples of steady drainage winés. This implies that Qp

can be treated as a constant .as a first approximation. Numerical
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simulations {Carrett, 1983) and ASCOT tethersonde data {(Cudiksen,
1981) both suggest that the magnitude of Op averaged over the
depth of the drainage layer is about -1°C. This value was used in

the simulations described in Section 4 of this report.

b. Transport and Diffusion Model

A simple Monte Carlo (MC) model described by Hanna et al.
(1982) was chosen to perform transport and diffusion simulatrions.
This model is attractive because it is mathematically simple
but flexible. Monte Carlo models are also free from numerical
stability and error problems and the scale-dependent diffusion
problem associated Qith the solution of an advection*diffusion
equation describing the conservation of a gaseous pollutant.

In this MC model, each velocity component ig divided into mean
and turbulent components, i.e., u =i + u'. The mean component
is provided at each time step by Eqs. (13) and (14). The behavior
of the turbulent component is governed by

u'(t + dt) = u'(£)R(dt) + u"(t + dt) (17
where t is time, dt is the time step, R is the autocorrelation

coefficient, and u" is a random component. The random component is

defined by

172

u" = t(-zoi.. £n E) (18)

2 . . .
where o,n is the variance of the random components and £ is a
random number constrained by 0 <& <1. The sign of u" is also

randomly selected. Eq. (18) generates a frequency distribution of

u" similar to a normal distribution buf skewed toward larger values
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of u". This characteristic should improve the model performance
because Hanna (1981b) found that drainage winds are very turbulent
for such stable, weak flows.

The random component is related to the turbulent component by

(1 - 85 ¢ae)) (19)

which is required to conserve kinetic energy. The autocorrelation
fumction R(dt) is defined by

R(dt) = exp (~dt/Tp} , . zo
where Tp is the Lagrangian time scale.

Determining the best way to estimate Ty for drainage winds
proved to be a problem. Hanna (1981a) desecribed a method in which
Tgp, the time period of peak energy in the Eulerian turbulent

energy spectrum, is related to Ty. Hanna showed that the Eulerian

time scale Tg can be approximated by Tg = Tgp/6. Following

Corrsin (1963), Hanna related Tg to Tp with

0.6 TEU
TL = -—o-v— (21)

where oy, is the standard deviation of the velocity fluctuations,
which {is assumed to equal gy+. Binkowski (1978) found that gy
can be related to the friction velocity u, by oy = 1.78 u, in
neutral conditions. Hanna (1981b) showed that turbulence in
drainage winds near (eysers, CA was representative of neutral

stability (Pasquill D) even though the flow is stably stratified.
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If u, is related to U by

2 2

u = CyU (22)
*

where Cp is a drag cocefficient appropriate for a forested area,
then Tp, can be computed, given a value of Tgp. Murphy et al.
(1977) found that Cp was 0.02 for a southern pine forest, so Cp
should be about 0.0l for a partially forested area such as
Geysers, CA. Doran and Horst (1981) analyzed ASCOT data from the
Geysers area and found that Tgp = 90 min. They suggested that
this low frequency peak was the result of oscillations:inherent to
drainage winds. If Tgp is 90 min, then Eq. (21) gives a T,

of about 45 min, which is very large. Hanna's (1981a) relationship
between Tp and Tgp was derived from an analysis of daytime
convective saundary layer turbulence data, so its use here is a
tentative step toward wider application of the relationship.

Using a more straightforward empirical approach3 Fosberg et al.'
(1982) computed Ty from data on the dispersion of tetroon clusters
released into drainage winds in the Geysers area. They repeatedly
found Ty, to be about 5 min, which is much closer to the typical
magnitude of Ty. However, the much larger values of Ty derived
from the‘analysis by Doran and Horst (1981) may be more physically
significant if turbulent diffusion in drainage winds is largely
brought about by low frequency, large scale sloshings. A Ty
representative of these large oscillations probably would be fairly

uniform over the area affected by the drainage wind. Since the
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bitoyancy deficit is treatéd as a constant in Eqs. (13) and (14), the
mode! winds tend to become steady after an hour or two of integra-
tion. Selection of a Ty representative of the mesoscale variabil-
ity of the flow compensates for the simplified approach to modeling
the buoyancy force. In Section 4, Monte Carlo diffusion simulations

with small and large values of T; are compared.

3. NIMERTCAL. METRODS

The system of dynamical equations was solved numerically with
a second~order finite difference scheme. Advection of mass and
momentum was calculated by the second upwind differencing or "donor
cell" method, Roaché (1976), Gentry et al. (1966). Tn early tests
of the model, the more accurate but more computationally expensive
fourth order differencing scheme by Crowley (1968) was compared to
solutions from the second order scheme. There was very little
difference, so the second order scheme was used, The computations

were found to be stable when the time step satisfied-the condition

At < 1/ K';-'—+g—|
Calculation time steps were based on this criterion and the assump-
tion that velocity components would not exceed 5.0 m/s in magnitude.
Simulatidns of up to 1440 time steps were run and no stability
prablems were encountered.

Initial conditions for the integration assumed a drainage layer
depth of 10 m. The initial velocity components were set. equal to

ambient wind values or zero., Boundary values at points of flow into

‘the computational! domain were fixed at the initial values. Open
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boundary conditions for the wind components and drainage layer depth
were used at points of outflow from the grid. A minimum drainage
depth was set at 5.0 m to simulate continuous radiational cooling at
the ground.

Topography gradients were calculated at each grid by averaging

the change iun elevatiovn around the point, Fer example

. . Z

1,]

_B_z_| 1 [ Ziel/2,3-1/2 © %i-1/2,5-1/2  2i+1/2,5+1/2 "%i-1/2,i+1/2
a9x ax AX

Modél simulations'were run over three separate topography grids.
For the Anderson Creek region of the Geyser's area, 2’29 x 29 grid
with Ax = Ay = 250 m was used. A time step of 20 9 was employed

in the Anderson Creek simulations. For the Big Suléur Creek region
of the Geyser's area, a 51 x 4] grid was used with Ax = Ay = 225 m.
A 20 s time step was again used. In the Savannah River Plant simu-
lations, a 45 x 60 grid was used with Ax = Ay = 2000 m. A conser-
vative time step of 60 s was employed for these éalculations.

The simple Monte Carlo technique described by éanna et al.
(1982) was used to calculate tracer concentration profiles. The
lLagrangian calculation method affered the major advantage of
exactly conserving the amount of tracer materidl. The computations
followed 6000 parficles using a time step of 60 s. To some extent,
the short timestep desensitized the model response to variations in
the magnitude of Ty (see discﬁssion in previous section). The
mean wind field was obtained from the solution to the dynamical

equations and updated every 5 min. That is, the Monte Carlo simula-

tion was run for 5 time steps during which the mean wind field was
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assumed to remain constantl The dynamical calculation was then
continued to simulate the next 5-min interval and the process
repeated. Consistent with the second order finite differencing,
velocity components at each particle position were determined by
two-dimensional linear interpolation from the grid points. To model
tracer release experiments, the particles were assumed to be
released at‘a constant rate during the first part of the Monte Carlo
simulation. The total release time corresponded to that of the
fieid experiments. Model predicted concentrations could be reported
as instantaneous values at specified times or the values integrated
over some period of time ueing a trapezoidal rule. The integrated
results were used to simulate the experimentai sampllng technique
employed to obtain the Geyser's area field data. Instantaneous
tracer concentrations at a grid point were calculated by summing all
particles within *Ax/2 and *Ay/2 of the point and dividing by the

volume. The volume at a grid point was calculated as the drainage

depth multiplied by AxAy.

4. SIMULATIONS COMPARED TO OBSERVATIONS
a. California Geysers Area

Simulations were performed for two areas in the Geysers region
of northern California, where detailed measurements of drainage
winds and tracer gas dispersiom are available (Gudiksen,.lﬁal). '
This is a region of rugged terrain, where slopes of 10° to 15° are
common, and 20° slopes are found in some places. A 20° slope

probably comes close to violating the constraint given in Eq. (1).
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However, the errors caused by the steep slopes probably were no
larger than those caused by vertical integration and a constant
buoyancy deficit. Figs. 1 and 2 show the topography of the Anderson
Creek and Big Sulfur Creek areas. The model was also tested with
the gentler terrain in the vicinity of the Savaﬁnah River Plant
(SRP) in Sputh Carolina. The terrain slopes in the SRP area are on
the order of 1°.

The Geysers area simulations were conducted on rectangular
grids 7 to 11 km on a side with mesh sizes of 225 to 250 m (see
Section 3). Simulations with and without geostrophic{and ambient
winds were performed, but only those simulations inqwhich the
geostrophic and ambient winds were set to zero will be discussed
here, because addition of the ambient winds and pressure gradients
did not improve model performance. Sece Garrett and \_.‘-‘:mith (1982) for
details on simulations that included ambient winds. This suggests
that drainage winds forming in deep canyons are deceupled from the '
synoptic scale flow. Scholtz and Brouckaert (1978) observed this
decoupling in their study of drainage winds in South Africa.
However , drainage winds that form on more expused slopes are not
decoupled and interact strongly with the ambient winds (Garrett,
1983).

Fig. 3 shows model prediétions of the simulated wind field for
Anderson Creek 6 hr after starting from an atmosphere at rest., A

full feather on a vector represents 1 m/s and a half feather repre-

gents 0.5 m/s. The simulation reached a steady—-state solution
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quickly; the wind field was almost identical after 1 hr of simulated
time. This behavior conforms to observations of well-developed
drainage winds and agrees with the analysis of Gutman (1972) which
predicts a development time for drainage winds on the order of

10 min.

Fig. 4 shows the predicred drainage flow depths in meters and
corresponds to the winds in Fig. 3. The depths increased rapidly
during the first hour of simulated time, like the winds. But there
was some increase in depth in the main pooling area after the first
hour, as the flow off the slopes converged on the lowe} part of
Anderson Creek Valley, The maximum depths in Fig, 4‘of around
250 m are in general agreement with observed drainage flow depths,
based on tracer gas diffusion (Gudiksen, 1981).

In Fig. 5 observed winds are compared to predicted winds at
the National Center for Atmospheric Research (NCAR) Portable Auto-
mated Mesonetwork (PAM) surface stations. The obseryed wind
vectors in Fig. 5 are averages of 4 hr of observations (1000 to
1400 GMT on 20 September 1980} taken at 4 m above the ground,

There is generally good agreement with a few exceptions, mostly on
the ridges. 1In two cases the simulated wind vectors appear to be
in better agreement with the general terrain and flow than' the
observed vectors. Small scale.topographic features, such as
hillocks or ravines, may have caused those anomalies. The average
observed wind speed from the PAM stations was 1.30 m/s, compared to

the averaged computed value from the same locations of 1.46 m/s.
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Model predictions of perfluorocarbon (PDCH) concentrations
in ppt were compared to observations taken on the night of
19-20 September 1980. 8Since all of the experimental data
(Gudiksen, 1981) was reported in ppt, this unit of measurement
has been used for convenience. The reported concentrations in
ppt may be converted into pg/m? by multiplying by a factor of
0.0178. Figs. #6a, 6b, and 6c show observed and computed PDCH
congentrations averaged over a 2-hr sampling period, starting at
the beginning oé the 1 hr release. The observed contours were
drawn subjectively by the ASCOT scientists who made thé measure-
ments, Fig. 6b presents predicted contours basea on‘a Lagrangian
time scale (Ty) of 45 min, and 6¢c presents results for a 5-min
Tr. It is difficult to say which Ty produced the best agree-
ment , because both simulated distributions have gond and bad
features. In Fig. 6éb the plume is too wide, but the bulge in the
contours at the outflow of Putah Creek is reproduced, whereas in
Fig. 6¢c it is not. But the width of the plume in Fig. 6c is closer
to the observed width. -Neither of the simulations predicted the
high concentrations (greater than 1000 ppt)} in Gunning Creek just
down from the release point. Possibly, these high concentrations
were caused by trapping éf the PDCH by the forest along the creek
bed.

Time series of PDCH concentrations were available at Station
$-3 (Fig., 1), Fig. 7 compares the simulated and observed time

series. The maximum observed concentration is predicted fairly
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well, to within a factor of three. The simulated PDCH plume pre-
cedes the observed plume, possibly because the actual plume tilted
downwind with height due to vertical wind shear. Surface stations
would miss the elevated leading edge, whereas the simulated plume
arrives at the same time at all heights, because the model
equarions are vertically integrated.

Another perfluorocarbon, PMCH (pg/m3 = 0.0156 x ppt), was
released from the upper end of Anderson Creek on the night of
19-20 September 1980. The general copcentration contours are
correctly duplicated by the model for the first 2 hr df the release
(Figs. 8a and 8b). The longer Ty of 45 min was used‘in this
simulation. After 6 hr of simulated time the model correctly pre-
dicted that almost all of the PMCH exited the lower end of Anderson
Creek (concentrations 1 ppt or lese). The simulated and ohserved
PMCH time series at Station S-4 are compared in Fig. 9. As with
the PDCH release, the simulated plume arrived early and did not
leave behind a tail of low concentration. The maximum concentra-
tion was underpredicted by about a factor of 10, and the general
under~prediction by the model for the PMCH release suggests that
much of the simulated plume missed S~4, traveling south of it (see
Figs. 1 and 8).

| The geometry of Big Sulfur Creek (Fig. 2) is simpler than the
Anderson Creek geometry, so the model simulations were more accu-

rate. After 2 hr of simulated time the model predicted a confined,

uniform drainage flow. Very little wind data was taken in Big
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Sul fur Creek during the PDCH release, so model skill will be
assessed only from the tracer measurements and simulations (T =
45 min). Simulated and observed 1 hr average concentration
contours (Figs. 10a, b) for the second hour of the release are in
good qualitative agreement, as was the case for the other hours of
the release. The simulated and observed time series at stations
§-2 and S§-3 (Figs. 11 and 12) are generally in better agreement
than the Anderson Creek time series. Although the maximum at 5-2
was underpredicted by a factor of 3. the timing of the arrival and
the concentration tail were more faithfully reproduced;than they
were at the Anderson Creek stations. The simulated }ime series at
§-3 also shows some improvement, with an excellent prediction of
the maximum concentration and an appreciable concentration tail.

To summarize, the Geysers area simulations chowed that the
model described in Sectiom 2 can predict maximum pollutant concen-
trations within drainage winds to within factors of 2 to 10 at a
given point. There is qualitative agreement between concentrations
contours, and the Monte Carlo diffusion model does not appear to be

sengitive to the value of Ty, used.

b. Savannah River Plant

The SRP is located in central South Carolina and is b;unded in
the south by the Savannah River, which separates Georgia from South
Carolina, A network of meteorological towers provide each produc-
tion area with wind and turbulence information (Fig. 13). At A, F,

H, C, K, and P Areas there are 61 m towers and at D Area there is
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a 61 m tower (P-2) and a iO m {(D=1) tower. The D Arez towers are
the only ones in the Savannah River Valley (SRV). At the site
marked T there is a 300 m television tower which has instruments at
7 levels, ranging from 2 to 300 m. Garrett, Buckner, and Mueller
(1983) describe the SRP meteorological data acquisition system in
more detail.

The SRP drainage flow simulations were performed on a 90 x
120 km grid with a 2 km mesh. The large grid and coarse mesh were
neeéed to ensure that a sufficiently large part of the Savannah
River Valley was covered for organized flow to develobp The
largest slopes in the grid were in the grid cells covering the

.

transition from the SRV to the gently rolling uplands beyond.
These slope angles were about 1°. The predicted rate of devel-
opment of drainage flow over the SRP area was much slower than in
the Geysers area. Fig. 14 shows a sequence of vector fields
representing the predicted flow after 2, 4, and 8 hr of simulated
time, starting from an atmosphere at rest. After 2 hr, the only
organized flow was a strip of katabatic winds flowing into the SRV
from the northeast. After 4 hr there was sufficient pooling for
organized flow down the SRV to begin. After 8 hr the flow volume
down the SRV had increased significantly, but the simulation had
finally reached a near steady-state. After 8 hr the maximum wind
speeds were only 1 to 1.5 m/s, weaker than the 2 to 2.5 m/s winds

observed and predicted for rhe Geysers area. The drainage flow
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depths for the SRP area aiso increased slowly over the 8 hr simula-
tion, reaching a maximum depth of 70 m in the SRV, with 10 to 40 m
depths elsewhere.

Hourly average wind vectors from SRP {(Fig. 15) show the slow
development of drainage winds in the SRV. The data represent the
61l m level at all areas, plus the 10 m level at D Area. T‘his
series is n;t unusual , because polar highs centered over the south-—
east United States during the fall and winter frequently produce
thehdry conditions with light winds required for drainage flow
development. The C-Area tower was out of operation.

Fig. 15a shows well-mixed conditions with uniform flow late in

\
the afternoon (2230 GMT) on January 27, 1982. A surface tempera-
ture inversion formed quickly after radiation sunset, but the wind
vectors showed no indication of drainage winds until local midnight
(Fig. 15b), when the D1 (10 m) tower appeared to be in katabatiec
winds flowing toward the river basin. By 0730 GMT (Fig. 15c) the
DI tower winds indicated a shift from katabatic rowHto organized
drainage flow down the SRV. At sunrise (Fig. 15d) the flow had
deepened enough to control the winds on the 61 m (D?2) tower. Tn
agreement with model simulations, none of the other towers appeared
to be within the drainage layer.

The frequent appearance of shallow drainage winds at the SRP
is of great practical significance, because many power plants and
other industrial sites in the southeast United States are in

rolling terrain. 1If drainage winds are as frequent at these sites
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as they are at the SRP, then there will be many nights when meteor-—
ological measurements at stack level will not be representative

of low-level flow in the area, including the air just below the
instrumentation level. Transport and diffusion predictions in
these conditions may be grossly in error, particularly if pollu-
tants are released into the drainage layer, and winds are measured
above it, This problem is made more noteworthy by the fact that
pollutant concentrations remain high in drainage flows, due to
their shallowness and limited vertical diffusion.  Also, drainage
winds tend to seek populated areas, because they flow;downhill

toward valleys and plains.

5. STATISTICAL ANALYSIS OF MODEL SKILL

The discussion in Section 4a suggests that the model described
in Section 2 has some ability to predict pollutant concentrations
within drainage winds. Quantitative methods for evaluating model
skill are receiving more attention, e.g., see Fox (1981) and Weber
et al, (1982). 1In this section, simple statistical measures of
correlation, bias and dispersion are used to quantify the model
per formance. The results are tabulated in Tables 1-4. Two experi~-
ments from the data compiled by Qudiksen (1981) were seleécted, the
nights of 15-16 September (Experiment 2) and 19-20 September
(Experiment 4). Both nights had well-defined drainage winds.

Tables 1 and 2 show results for the PDCH and PMCH tracer
releases into the Anderson Creek valley. The tables aré self-

explanatory, except for the phrase "% within Factor of 5" which
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referg to the ratio of predicted to observed concentrations. The
means, root-mean-square (RMS) errors, standard deviations and
biases are in parts per trillion (ppt). Statistics were calculated
for 0 to 2 and 2 to 4 hr after the start of traces gas emissions.
The skill tests indicate that the PDCH simulation was poorer than
the PMCH simulation. For example, none uvf the correlation coeffi-
cients in Table 1 are significant at the 5% level, whereas all four
coFrelation coefficients in Table 2 are significant. More of the
prédictions were correct to within a factor of 5 in the PMCH simu-
lation. 1In contrast, subjective evaluation of Figs. 6, 7, 8, and 9
suggests about equal skill. Part of the poorer sta?istical per-
formance of the model with the PDCH tracer data was probably caused
by the small area of high concentrations (>1000 ppt) that was not
predicted by the model. Some of the error in the PDCH and PMCH
simulations can be attributed to the lack of spatial averaging in
the observed data. The lack of averaging is most apparent in the
observed standard deviations, which are much larger than the
predicted standard deviations. The stations were too sparse and
unevenly spaced to allow averaging over areas corresponding to the
model grid volumes. This is a common problem that can only be
corrected by large expenditures for comprehensive data sets
designed for model validationf

The meaning of the results in Tables 1 and 2 becomes clearer
when they are compared to Table 3. In Table 3, the PDCH and PMCH

observations from Experiment 2 are compared to the observations
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from Experiment 4. In other words, the observationsg in Fxperiment
2 were used as predictions, and were compared to the observations
in Experiment 4., The correlation coefficients are higher than they
were for the model predictions, and more of the ratios of predic-
tions to observations are within a factor of 5, relative to the
correspunding ratios in Tables 1 and 2. But the RMS error and bias
results in fable 2 are similar to those in Table 3. 1If the night-
to-pight variability in drainage winds is a measure of the inherent
uncértainty of these flows, then there is room for mode! improve-
ment, unless the discrepancy is largely due to the 1acL of spatial
averaging of the observations. .

The results in Table 4 for Big Sulfur Creek are better,
verifying the subjective impression in Section 3. Part of the
improvement may simply he due to more even spacing of stations in
Big Sulfur Creek, relative to Anderson Creek. Part of it may also
be due to the simpler terrain. Several creek valleys contribute
to the Anderson Creek drainage winds, whereas Big Sulfur Creek is
isolated. The average predicted concentrations were usually lower
than the average observed concentrations ’Erom the Big Sul fur Creek
simulations, as they were in the Anderson Creek simulations. This
is probably a result of the vertical integration of the model
equations, because concentrations from surface releases in drainage

winds will tend to decrease with height. A vertical distribution

function might help correct this bias.
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TABLE 1

Anderson Creek PDCH Experiments Compared With Model Predictions

Exp. #2 Exp. #2 Exp. #4 Exp. #4

(0-2 hr) (2-4 hr) (0-2 hr) (2-4 hr)
No. Data Points 37 35 39 34
RMS Error 254.0 19.7 332.9 20.9
Mean Prediction 12.6 0.39 13.3 0.82
Standard Deviation 461.8 0.60 488.4 4.70
Mean Observation 51.8 5.90 63.7 8.62
Standard Deviation 65690.0 367.3 112510.0 406.3
Correlation Coeff. 0.13 0.00 0.13 0.26
Regression Slope 0.01 0.00 0.01 0.03
Model Bias 39.2 5.51 50.4 7.80
% Within Factor of 5 16.7 17.9 39.5 24.0

TABLE 2

Anderson Creek PMCH Experiments Compared With Model Predictions

Exp. #2 Exp. #2 Exp. #4 Exp. #4

(0-2 hr) (2-4 hr) (0-2 Hr) (2-4 hr)
No. Data Points 38 36 39 38
RMS Error 142.8 2.52 64.0 3.63
Mean Prediction 12.3 0.40 10.9 0.67
Standard Deviation 428.8 0.80 297.8 4.65
Mean Observation 47.0 1.08 26.5 1.80
Standard Deviation 24550.0 7.11 5657.0 12.9
Correlation Coeff. 0.81 0.40 0.77 0.34
Regression Slope 0.11 0.13 0.18 0.20
Model Bias 34.7 0.69 15.6 1.12
% Within Factor of 26.7 34.8 36.1 25.8

- 27 -




TABLE 3

Anderson Creek Experiment #2 Compared With Experiment #4

PDCH PDCH PMCH PMCH

(0-2 hr) {(2-4 hr} (0-2 hr) (2-4 hr)
No. Data Points 33 34 35 34
RMS Error 99.5 3.29 96.8 1.61
Mean Observation for #2 58.1 6.07 51.0 1.15
Standard Deviation 73520.0 377.4 26510.0 7.47
Mean Observation for #4 73.6 7.21 - 28.2 1.79
Standard Deviation 132900.0 377.3 6277.0 13.7
Correlation Coeff, 0.99 0.99 0.92 0.94
Regression Slope 0.74 .99 1.89 0.69
Model Bias 15.6 1.15 ~22.8 0.64
% Within Factor of 5 29.6 64.5 67.6 76.5

TABLE 4

Big Sulfur Creek PDCH Experiments Compared with Model Predictions

Exp. #1 Exp. #1 Exp. #1 Exp. #1

(0-1 hr) (1-2 hr) (2-3 hr) (3-4 hr)
No. Data Points 29 41 40 38
RMS Error 41.8 14.8 2.51 1.20
Mean Prediction 15.0 9.9 3.23 0.58
Standard Deviation 880.0 130.5 5.87 0.45
Mean Observation 29.8 14.4 2.10 0.82
St andard Deviation 3909.0 472.1 5.92 2.45
Correlation Coeff. 0.85 0.80 0.57 0.71
Regression Slope 0.41 0.42 0.56 0.30
Model Bias 14.8 4.5 -1.13 0.24
% Within Factor of 5 48.0 55.3 78.4 80.0
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6. CONCLUSIONS

The drainage flow model described in this paper has the
following features which make it attractive as.a practical tool for
estimating the concentrations of pollutants released into nocturnal
drainage winds.

1. No wind or temperature data is needed to start the model. A
sur face drag coefficient and Eulerian or Lagrangian time scale
are required, but the model is not sensitive to their exact
value. High resclution topographic data is required.

2. The model has been tested successfully at sites with rugged
mountainous terrain and at a site with gently rolling terrain.

3. The model is two-dimensional (vertically integrated) so its
computational requirements are moderate.

4. Maximum pollutant concentrations were predicted to within
factors of 2 to 5 at specific points, based on observed and
simulated concentration time series.

5. Simulated concentration contours were qualitatively correct
and plume transport speeds were correctly predicted.

6. Objecrive, quanrirarive rests of model skill produced mixed
results, with a good performance in Big Sulfur Creek, but not
as good in Anderson Creek. The results probably would have
been better if the stations had been dense enough to allow
spatial averaging of the observations corresponding to the

model grid resolution,
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FIGURE LEGENDS

Fig. 1 Anderson Creek area computational domain (7 km by 7 km)
and topography, with topography contours in meters and
perfluorocarbon tracer release sites and receptor loca-
tions for time series measurements. The more numerous
time-integrated sampler sites are not shown.

Fig. 2 As in Fig. 1, but for Big Sulfur Creek area of Geysers,
CA region.

Fig. 3 Simulated wind field for Anderson Creek area 6 hr after
starting from an atmosphere at rest., A Euli feather on a
vector represents ! m/s and a half featheﬁ is 0.5 m/s.

Fig. &4 Predicted drainage flow depths in meters for Anderson
Creek after 6 hr of simulated time. Topographic height
contours in meters are plotted outside the computational
domain.

Fig. 5 Observed and predicted wind vectors at NCAR PAM stations
for Anderson Creek area. Sclid vectors are observed;
dagshed are simulated. A full feather is 1 m/s; one half
feather is 0.5 m/s. Observed wind vectors are averages
of 4 hr of observations (1000 to 1400 GMT on 20 September
1980) .

Fig. 6 Observed (6a) and ppedicted (6b,c) perfluorocarbon (PDCH)
concentrations in ppt averaged over a 2-hr sampling
period for Anderson Creek area. Fig. 6b gives results
for a Lagrangian time scale (Ty) of 45 min, and 6c¢
shows results for a Ty of 5 min. See Fig. 1 for

release point.

- 36 -




FIGURE LECENDS {Contd)

Fig. 7
Fig. 8
Fig. 9
Fig. 10
Fig. 11
Fig. 12
Fig. 13

Time series of predicted (dashed) and observed (solid)
PDCH concentrations in ppt for station $-3 in the
Anderson Creek area (see Fig. 1). Observed and computed
concentrations are 15 min averages,

Observed (8a) and predicted (8b) perfluorocarbon (PMGH)
concentrations in ppt averaged over a 2-hr sampling
period for Anderson Creek area. Ty was 45 min. See
Fig. 1 for release point.

As in Fig. 7, but for PMCH concentrations af-station GRS
(see Fig. 1). ‘

Predicted (12a) and observed (12b) one-hour average PDCH
concentrations in ppt for Big Sulfur Creek area for
second hour of release,

Predicted (dashed) and observed (solid) time series of
PDCH concentrations in ppt for station S«Z_in Big Sulfur
Creek area.

As in Fig. 13, but for station 5-3.

Locations of Savannah River Plant 61 m meteorological
towers (A, F, B, C, K, P, and D), 300 m instrumented

television tower (T), and local streams flowing -into the

Savannah River.




FICURE LECENDS (Contd)

Fig.

Fig.

14

15

Predicted drainage winds over SRP area after 2 hr (a),

4 hr (b), and 8 hr (c)} of simulated time. Wote shift
from katabatic flow into the Savannah River Valley (a)
to organized drainage flow later in the simulation (b,c).
Simulation started from an atmosphere at reat. Wind
Qectors are spaced at 2 km intervals with a full feather
representing 1 m/s and a half feather 0.5 m/s.

Observed winds during nightfof 27-28 January 1982 at SRP
when drainage winds formed along river valléy. Wind
instrument at Tower C was not functioning. Full feather
represents 4.5 m/s; half feather represents 2.25 m/s.
Fig. 17a shows well-mixed, neutral conditions at sunset.
Drainsge winds form and deepen at D towers during night,

with 10 m (D1) tower affected first (b,e¢) and then 61l m

{D2) tower (d).
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