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Abstract

The influence of the local terrestrial environment on atmospheric CO2 measurements at a 

television transmitter tower was estimated through a tracer release experiment, a simulation of the 

release, and the calculation of eddy diffusivity at the tower site.  These are used to characterize the 

vertical transport of emissions from the surface to the uppermost tower level and how it is affected 

by atmospheric stability.

The tracer release experiment was conducted over two nights in May of 2009 near the

Department of Energy’s Savannah River Site in South Carolina.  Tracer gas was released on two 

contrasting nights - slightly stable and stable - from several upwind surface locations. 

Measurements of tracer concentration were made at different levels, and the results suggest the 

tracer was able to mix vertically within a relatively short (~24km) distance.  

A simulation of the tracer release is used to calculate the tower footprint on the two nights.  

The effect of nocturnal stability on the area sampled by the tower can be seen clearly - the footprint 

indicated a much weaker influence of the local environment on the more stable night, implying a 

more distant sampling domain.  The contribution of local sources to the measurements at the highest 

level was minimal, however, suggesting that nocturnal concentrations at these levels are contributed 

mostly by regional sources. The eddy diffusivity was calculated with observed CO2 fluxes as an 

indicator of observed turbulent transport on the two nights, and compared to the transport inferred 

from the tracer release and its simulation.  
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1. Introduction

In contrast with the multitude of studies of vertical transport in the convective boundary layer 

(e.g., Wang et al. 2007; Barkhatov et al. 2012), vertical transport modeling and measurements in the 

stable boundary layer remain scarce (Sogachev and Leclerc 2011). This lack of robust data can 

hinder the interpretation of measurements made at a tall tower sampling platform under stable 

conditions. If measurements at a tower site are to be used to constrain global-scale carbon budgets, 

they should be representative of continental-scale CO2 distributions (Desai 2008).  The surface area 

over which emissions are detected at an upper tower level is dictated by the local meteorology, 

especially the atmospheric stability (Gerbig et al. 2009; Sogachev and Leclerc 2011; Gloor 2001).  

Stable conditions often prevail during nighttime, making such periods ideal for continental-scale 

sampling (Gloor et al. 2001).  Nocturnal turbulent conditions do occur, however, depending on the 

local terrain and meteorology, and the sampled area will tend to be local if there is significant 

vertical mixing of respired CO2 (Gerbig et al. 2009). In their paper on continental carbon exchange, 

Gerbig et al. (2009) describe the issues involved in the design and interpretation of a tower network, 

and write “In a network of tall towers, the most important [question] is to ask: ‘what is it that the 

individual tower observes?’”.  We need to know more about nocturnal eddy transport and the 

influence of the nearby environment on a tower.     

The area sampled by a tower in any particular condition is often described by its ‘footprint’- a 

function that weights the contribution from each point at the surface to the measured signal (Schuepp 

et al. 1990; Leclerc and Thurtell 1990; Rannik et al. 2003; Sogachev et al., 2005; Cai et al. 2008; 

Gerbig et al. 2009; Sogachev and Leclerc 2011; Barcza et al. 2009; Chen et al. 2012; Chen et al. 

2013).  The calculation of a footprint is often accomplished with a transport model that uses as 

input either a meteorological reanalysis (Gloor et al. 2001; Gerbig et al. 2009; Hegarty et al. 2013) or 

a boundary-layer model (Sogachev and Leclerc 2011).  As the planetary boundary layer (PBL) 

becomes more turbulent, the footprint will be confined to an area near the tower as vertical mixing 

will quickly move CO2 upwards.  Gerbig et al. (2009), for example, used the Stochastic Time-

Inverted Lagrangian Transport (STILT) transport model with an analyzed wind field to estimate 

footprints of the 30m level of the Harvard Forest tower in turbulent daytime conditions (when 
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mixing leads to small differences between the 30m and 300m levels), and noted the dominant 

influence within 20km of the tower.  In stable conditions, however, the footprint should begin at a 

surface point well away from the tower and extend for long distances (Sogachev and Leclerc 2011).

In August 2008, the “South Carolina Tower” (SCT), a 457m television transmitter tower near 

Beech Island, SC, was incorporated into the National Oceanic and Atmospheric Administration’s 

(NOAA) tall tower network (a subset of the Ameriflux network).  The SCT site is located within a 

region characterized by broken forests and agriculture in the immediate vicinity, with suburban, 

urban, and industrial areas (most notably Augusta, GA) within 20km.  As with any tower, the 

contribution of these carbon sources to the concentrations measured at the tower must be quantified, 

and our goal is to determine the location of sources contributing to the flux signature measured at the 

SCT tower.  

The objective of this paper is to obtain detailed information about the way eddy activity acts 

to move a gas emitted from the surface near the SCT upward to higher levels in the absence of 

convection.  To accomplish this, a set of artificial tracers was released into the nocturnal boundary 

layer (NBL) on two nights from various locations within a 24km distance upwind of the tower 

(Parker et al., in preparation) and time series of measurements at three tower levels were recorded.  

The source area around a tower can be characterized by a ‘near-field’ (within ~50km) and a ‘far-

field’ out to the order of 1000km (Gerbig et al. 2009), and the focus here is on the SCT near-field.  

Therefore, a high-resolution mesoscale PBL simulation of a 19km x 26km domain (encompassing 

the area of the experiment) is coupled to a transport model of the tracer release and validated against 

the tracer signal at the tower.  The coupled model is then used to estimate the footprints on the two 

nights.  

Sogachev and Leclerc (2011) applied the Scalar Distribution (SCADIS) boundary layer model 

with a Lagrangian transport model to estimate footprints in the stable boundary layer, and they found 

that ‘the changing atmospheric stratification determines the footprint which depends not only on the 

height of a sensor, but also on the time of measurements’.  They also note that the calculation of a 

footprint can be made more robust with the inclusion of actual data for comparison, and this is the 

goal of the current research.  
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Turbulent transport on the two nights is also characterized by their vertical eddy diffusivity 

values, calculated using the observed CO2 fluxes and concentrations.  With the tracer, footprint, and 

diffusivity information, we hope to understand better the degree to which the SCT is influenced by 

the local environment.     

2.      Tracer Field Experiment

Tracer releases are a well-established method to study atmospheric motions (van Dop et al. 

1998; Leclerc et al. 2003a, b), but their use to study stable boundary layers is less common.  A 

nocturnal tracer study was conducted at the SCT site in May 2009 (Parker et al. in preparation), with 

the goal of evaluating the way gas released from the area near the tall tower is mixed upward into the 

stable or slightly stable boundary layer during lateral advection.  The experiment comprised the 

released tracers and their detection at various heights on the SCT, and the data was then used to

validate a simulation of the release. A tracer release was conducted on each of two nights – a 

slightly-stable night (May 11th/12th, 2009), and a second, more stable night (May 12th/13th, 2009),

identified as such by their temperature profiles, the values of the bulk Richardson number (Ri)

calculated between the upper two tower levels, and Vaisala CL31 (Helsinki, Finland) lidar 

ceilometer readings of the boundary layer height. Compared to Night 1, Night 2 has a stronger 

inversion, higher Ri values, and a shallower mixing layer (Figure 1).  This will allow for the study of 

tracer behavior as a function of stability.  Selected tracer data from this field experiment and local 

meteorological measurements are used in this study (Parker et al., in preparation).

2.1 Experimental Design

A set of release points was established from about 3km to 24km in the quadrant northeast of 

the tall tower (Fig. 2), which was equipped with sampling tubes at elevations of 34m, 68m and 329m

above ground level.  A set of five perfluorocarbon (PFC) tracers (Table 1) was selected, and each 

release point was assigned a single tracer with a standard release rate (Table 2).  The tracers were 

deployed to minimize overlapping of plumes containing the same tracer when both were upwind of 

the tower (Table 1).  In this way, the release point associated with any tracer signal can be identified.  
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The field experiment took place in May 2009, with the tracer release beginning at midnight EDT 

(0400 UTC) for all tracers except for PTCH, which began releasing at 2:00am EDT (0600 UTC)

from the most distant locations. 

The tall tower was equipped with several types of sensors – a tube sampler for the tracer, a 

(NOAA) tube sampler for CO2, an open-path infrared gas analyzer for CO2 and water vapor (Licor 

Model 7500), and a sonic anemometer (ATI Model Sa, ATI Model Sx ) to measure the three-

dimensional wind components and, through its measurements of wind speed variability, virtual 

temperature. The sensors and tube sampler inlets were deployed at three levels: 34m, 68m and 

329m.  The tube samplers have been discussed in Parker et al. (in preparation), and the reader is 

referred there for a detailed description.  

In addition to the tower data, a sodar with a radio acoustic sounding system (RASS) extension 

(Scintec AG, model SFAS, Rottenburg, Germany) was installed at 33.455N, 81.7739W, within 

about the center of the experiment domain (Fig. 2), providing temperature and wind data throughout 

the vertical extent of the boundary layer.  A second sodar (Remtech PA2) was installed at 33.340N, 

81.564W (Fig. 2), providing another source of wind data throughout the depth of the boundary layer.   

   2.2. Experimental Results

2.2.1 Night 1: 11 to 12 May, 2009 – Slightly Stable Case

The tower readings reveal that boundary layer winds came from the northeast quadrant the 

entire night at all levels (Fig. 3a), in agreement with the Remtech sodar (Fig. 4a).  Winds at upper 

levels gradually slowed as the night progressed (Fig. 4a).  Assuming a relatively uniform wind field 

over the domain, this implies that release points 3, 4, 5, 6, 7, 10, 11 and WA, with their different 

tracers, were each upwind of SCT at sometime during the night as the wind shifted (Fig. 2), leading 

to detection of their respective tracers.  Tracer PMCH was released from Point 4 (Table 1), and this 

nearby point produces a signal near the surface at SCT within one hour (Fig. 5a).  As the winds 

shifted from 60° to 45° later in the night (Fig. 3a), PMCH emissions from Point 10 impacted SCT by

5:00am EDT (0900 UTC) (Fig. 5a), also in a short time.  Late in the night the PTCH tracer from 
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point WA (the most distant point) reached the tower about three hours after the tracer release started 

at 2:00am EDT (0600 UTC) (Fig. 5b). 

It might be expected that tracer would be completely confined beneath the boundary layer 

heights in Fig 1c or that only the more distant tracers would be able to mix up to 329m before 

reaching the tower.  Fig. 5a, however, shows that even tracer from Point 4 was able to mix upwards

to 329m within a relatively short distance (8-13 km) (329m data are missing from 2am to 4am).  

Values at the two levels were nearly identical following the period of stronger mixing between 

0400UTC and 0800UTC implied by the smaller Richardson values in Fig. 1b.  Tracer PTCH from 

Point WA was able to mix upward in greater concentrations within its longer transport distance of 22 

km (Fig. 5b).  The close-in source experiences weaker vertical mixing - the ratio of the maximum 

values at 329m and 34m is larger for the more distantly-released tracer.

2.2.2 Night 2: 12 to 13 May, 2009 – Stable Night

On Night 2, boundary layer winds started off from the southeast (Figs. 3b, 4b), forcing the 

tracer away from the tower, but gradually shifted northward (Fig. 3b), allowing for a detectable 

signal.  A weak low-level jet (LLJ) formed at about 4:00am EDT (0800 UTC) (Fig. 4b), and

strengthened over the next 4 hours, reaching a maximum at 8:00am EDT (1200 UTC).  The PDCB 

tracer was released from points due east (Pt. 3) and NE (Pt. 6) of the tower, and ‘pulses’ of tracer 

passing over the sensor are seen as the upwind direction shifts from one source to the other (Fig. 5c).  

A signal from Pt. UE arrives later in the night as it traverses the 24km distance from release to tower

(Fig. 5d).  Both tracers were able to mix significantly in the vertical before reaching the tower

(despite the low boundary layer heights present on both nights as seen in Fig. 1c), but on Night 2 the 

most distant tracer peaks at only about 1/3 its surface concentration, whereas on Night 1 the tracer is 

able to mix upward in quantities sufficient to cause the ratio of the peaks to be over half (albeit 

briefly), implying the vertical mixing of the tracer was weaker on the more stable second night.  
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3. Tracer Simulation

3.1 Models

Calculating the motion of the tracer and inferring the relationship between the vertical 

transport and the turbulent properties of the atmosphere requires knowing the emission rate of the 

source, as well as estimates of the advection and turbulent transport terms.  While the emission rate 

in this study is known (Table 2), modeling must be used to estimate the advection and turbulent

terms. Similar to the work of Sogachev and Leclerc (2011), a meteorological model was coupled to 

a dispersion model to explicitly calculate the tracer concentrations at each point which were used to 

get the full budget and calculate the tower footprint at various times. The mesoscale simulation of 

winds and turbulence from each night effectively serves as a reanalysis of the tracer release domain.  

Coupled dispersion simulations often lack observed concentrations against which to validate the 

model results (Sogachev and Leclerc 2011), but our tracer data can be used to validate our coupled 

simulation.  

3.1.1 RAMS

The Regional Atmospheric Modeling System (RAMS, Pielke et al. 1992) has been used 

previously to simulate fine-scale motions within the nocturnal boundary layer (e.g., Werth et al. 

2011), and is selected to recreate the meteorology from the two nights of the tracer experiment, 

centered over the domain in Fig. 6a.  RAMS solves the nonhydrostatic equations of motion for 

velocity and potential temperature on a staggered C grid (Mesinger and Arakawa 1976) on a polar 

stereographic grid. The model also employs a terrain-following sigma coordinate system in the 

vertical.  For our purposes, an innermost domain of 200m grid spacing was designed covering the 

area of the experiment (25.8km x 19.4km).  This grid is nested within coarser grids as described 

below. The Harrington radiation scheme (Harrington 1997) is applied for both shortwave and 

longwave radiative transfer.  For convection, the Kuo scheme (Kuo 1974) is applied for the coarser 

grids, while the innermost, 200m grid uses an explicit cloud prognostic scheme (Cotton et al. 1986; 

Meyers et al. 1992).  A Newtonian ‘nudging’ of all grids is applied, by which the outer boundary of 

each grid is adjusted towards the values of its parent grid (Clark and Hall 1991), with the influence 
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of the parent gradually diminishing towards the center of the domain.  Two-way nesting is applied, 

allowing each inner grid to in turn influence its respective parent.   

The RAMS surface must be assigned values of topography and land cover, as well as an 

initial profile of soil heat content.  For the innermost grid, the topography comes from a high 

resolution (3”) dataset (Fig. 6b), while the coarser grids use a 30” digital elevation model dataset.  

Surface fluxes are calculated according to the LEAF-3 land surface scheme (Walko et al. 2000).  

Each grid square is partitioned into 21 land surface types, based on 1km U.S. Geological Survey 

data, and the surface fluxes are calculated according to the surface variables (leaf area index, albedo, 

etc.) associated with each type.  Soil heat content is assigned an initial uniform value that leads to the 

best simulation of the observed nocturnal boundary layers.           

The model is run twice – once for the period May 11th, 2009 at 2:00pm EDT (1800 UTC) to 

May 12th, 2009 at 8:00am EDT (1200 UTC) (Night 1), and again for the period May 12th, 2009 at 

2:00pm EDT (1800 UTC) to May 13th, 2009 at 8:00am EDT (1200 UTC) (Night 2).  Besides the 

dates, several important differences exist between the two simulations.  On the first night, the model 

is run with nested grids of 3200m, 800m, and 200m, with the 13.5km resolution Rapid Update Cycle 

(RUC) product used as the boundary conditions (Benjamin et al. 2004).  For Night 2, however, the 

RUC boundary dataset failed to capture the wind shift seen in Fig. 3b, requiring the use of the 

32.4km resolution North American Regional Reanalysis (which did capture it) as the boundary 

condition (Mesinger et al. 2004).  This in turn required the addition of a new outermost grid of 

12.8km grid spacing, maintaining the 1/4 outer-to-inner ratio of grid spacing. 

Another difference was in the vertical grid spacing.  On Night 1, the lowest level is 30m deep, 

increasing 15% for each succeeding layer up to a maximum of 500m depth.  On the more stable 

Night 2, the lowest level was set at 15m.  This led to a change in the scheme the model used to 

calculate eddy diffusivity.  On Night 1, the model is run on all grids with the Mellor-Yamada 

scheme (Mellor and Yamada 1974) to determine eddy diffusivities in the vertical (though these were 

not used in the simulation of tracer dispersion), with the Smagorinsky (1963) horizontal deformation 

scheme for the horizontal diffusion.  The latter sets diffusion equal to 0.32 multiplied by the product 

of the horizontal deformation and the grid spacing.  On Night 2, the Deardorff scheme (Deardorff 
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1980), by which a parameterized TKE is used to get the eddy diffusivities, proved superior.  As grid 

spacing decreases, the Mellor-Yamada scheme becomes less appropriate as the resolved horizontal 

mixing increases (Zhong and Fast 2003), but both Mellor-Yamada and Deardorff have been applied 

at a grid spacing of 200m (Chan 2009; Chan 2010).

The simulation of a stable boundary layer at fine resolution is very difficult, with a large range 

of vertical profiles in models run with different schemes to parameterize eddy diffusion (Holtslag et 

al. 2013).  This will likely lead to errors in the RAMS-simulated NBL, which will require the use of 

additional observed data in the dispersion simulation.  

3.1.2 HYSPLIT

The HYSPLIT dispersion model (Draxler and Hess 1998) is applied to calculate the tracer 

concentration at each point in the domain, using the RAMS gridded meteorological data as input.  

This model has proven itself very useful for simulating airborne chemical transport from a source to 

a receptor location (e.g., Stunder et al. 2007), and is used here to reproduce the tracer transport from 

the various emission points to the SCT to be compared with the observed data. HYSPLIT is run by 

ingesting wind data and applying a known source term, and the resulting simulated concentration 

time series is then validated against the observed tracer data. Agreement between the simulated and 

observed concentrations provides confidence in the use of the coupled simulation to calculate the 

tracer budget.  

HYSPLIT uses turbulence kinetic energy (TKE) to calculate a Gaussian distribution of 

turbulent wind values, which are randomly added to the mean wind values (taken from the 200m 

RAMS grid) to get the transport of each Lagrangian tracer particle.  The TKE can be taken from 

RAMS, but the option also exists to apply a user-set value of TKE (possibly a variation on the 

RAMS values), and TKE is set to reproduce best the behavior of the NBL.  As they are released into 

the atmosphere, the particles will begin as a concentrated cloud that gradually disperses as the 

particles are assigned different turbulent velocities.  
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3.2 Night 1 (11 to 12 May, 2009)

The model winds and temperature on the first night (Fig. 7, 8) approximate the observed 

winds at two levels at the tall tower.  Temperatures agree to within about 1°C.  Both levels 

experience a gradual cooling, with winds out of the northeast.  Errors exist in upper level wind 

speeds (Fig. 8b), but the model captures well the wind shifts during the night (Figs. 7c, 8c), with 

errors usually less than 10°.  At 34m, however, the RAMS wind speeds are often double the 

observed wind speeds (Fig. 7b). 

The simulated PBL (Fig. 9a) compares well with the sodar (Fig. 4a), with winds out of the NE 

to ENE up to the tower level (Fig. 9a), with faster winds above 200m from 0000 UTC to 0400 UTC 

that decrease afterward.  The simulated winds tend to be 1-2m/s too fast.  Cooling at the surface 

occurs at a slow rate (Fig. 9b), precluding the formation of an inversion in the 0-350m range, with 

TKE remaining large (with a gradual decrease) within a deep layer (Fig. 9b).  This has the effect of 

maintaining vertical turbulent transport (and preventing the LLJ from forming) throughout most of 

the night. 

The meteorological variables from the RAMS simulation served as input to the HYSPLIT 

tracer model, and this is used to recreate what happened to the tracer that night.  The release of tracer 

from the most distant point (WA) is simulated, using the known release rate (1906 g/hr), and the 

simulated concentration is compared with the observations at the tower at all three levels.  The 

simulated surface plume is seen to begin as a thin stream emanating to the WSW from point WA, 

which then sweeps southward across the SCT at about 6:00am -7:00am EDT (1000-1100 UTC) as 

the wind becomes northerly (Fig. 10).  The simulated plume does not sweep the tower at the correct 

time (Fig. 10b), however, arriving too late compared to the observations.  To correct for this, the 

simulated tracer concentration is sampled at a point 5km to the north of the true tower location (Fig. 

2), providing a vertical cross-section at the plume center.  The vertical structure of the simulated 

plume corresponds well to the observed structure (Fig. 11a), with good agreement at all levels, 

suggesting that the too-fast wind speeds at low levels are not causing an unrealistic plume formation,

and the model is simulating vertical turbulent transport with reasonable accuracy.
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Next, a series of inverse transport simulations (i.e., running the model backward in time, or 

‘backtracking’) is performed – releasing particles from the 329m level of the tower at various times.  

Thus, the particles move upwind while dispersing downward, eventually reaching the surface (unless 

they leave the innermost model domain before doing so).  This pattern of particles within the surface

layer constitutes the footprint – a measure of how strongly any area near the tower contributes to the 

tower signal.  The more particles mix downward into a particular area, the more strongly that area 

influences the tower signal.  

A large number of particles (100,000) was released from the 329m tower level on the Grid 3 

domain as a single ‘puff’ each hour, and the fraction of these particles that diffuse into the surface 

layer (0 to 50m) within one hour in each model grid square constitutes the footprint (Fig. 12).  On 

Night 1, the footprint lies to the northeast of the tower at all times, a consequence of the 

northeasterly wind (Fig. 9).  Also, note that the footprint does not encompass the release points until 

about 0900 UTC as the winds shifts north.  Toward the end of the period, the footprint is reduced

(Fig. 12e, f) as the night becomes more stable (Fig. 1b, Fig. 9b), implying that the local influence 

becomes weaker.  The fraction of released particles within the domain below 50m after one hour is 

plotted as a function of release time in Fig. 13a, and reflects the changes in Fig. 12 - relatively high 

nocturnal mixing early in the period gives way to reduced mixing by 6:00am to 8:00am EDT (1000 

to 1200 UTC).  In the “near-field” domain, the tower footprint tends to lie beyond 12km, and 

indicates a weak overall influence on the tower readings; only 2-5% of the particles have ‘landed’ 

within 20km of the tower, with about 80% having left the domain (Fig. 13b) in the one-hour period.

  3.3 Night 2 (12 to 13 May, 2009)

On Night 2, the experiment began as the wind was out of the southeast (Fig. 3a), but swung 

around to the northeast during the night, providing an opportunity for the SCT to sample the plume.  

At 34m, the RAMS simulation captures well the wind shift and gradual rise in wind speed, as well as 

the gradual cooling trend (Fig. 14), though errors of about 1.5°C and 1.5m/s do exist, respectively. 

At 329m, however, the model has more difficulty with the wind speed (errors of about 3-5m/s), and 

underestimates the shift in direction (errors of about 20°) (Fig. 15).  It does capture well the weaker
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cooling trend at this upper level, setting up an inversion for the later portion of the night.  The 

simulated PBL on this night (Fig. 16a) compares well to the observed (Fig. 4b), with a weak jet 

forming at 0300 UTC that fades before reforming at 0800 UTC.  The model does miss the partially 

reformed jet at 0600 UTC, but overall the model is capturing the observed NBL behavior.  In the 

model and the observations, this night more closely resembles a classic nocturnal PBL pattern – an 

inversion forming late in the night, with a strong LLJ forming above it and a turbulent layer near the 

surface (Fig. 16b).  Winds accelerate as they shift from E to ENE (Figs. 4b, 16a).  

Similar to Night 1, the HYSPLIT model is run for the tracer release from the most distant 

point – in this case, Point UE (Fig. 2), with PTCH as the PFC (Table 1) and a release rate of 396

g/hr.  This simulation requires a change in the way the coupled model was run – in a preliminary 

simulation, the vertical diffusivity derived from the RAMS-simulated TKE (Fig. 16b) fails to mix 

the tracer upwards in the observed concentrations.  To compensate for this, a subsequent simulation 

is run in which the TKE (seen in Fig. 16b) is multiplied by a factor of 5 to bring the simulation more 

into agreement with observations.  The simulation produces a plume that sweeps the tower about one

hour later than observed.  If a sample point within the plume is selected and the time is adjusted by 

one hour, however, the model captures reasonably well the vertical cross-section of the tracer (Fig. 

11b).  

As for Night 1, 100,000 particles are released from the 329m level of the tower, and this is 

used to calculate the Night 2 footprint (Fig. 17).  Early in the simulated period 2:00am to 3:00am 

EDT (0600 to 0700 UTC), the footprints indicate a local influence comparable to Night 1 (Fig. 17a,

b), as the strongest inversion has not yet formed (Fig. 16b), in agreement with the low Ri values of 

Fig. 1b.  After this time, however, limited vertical mixing above 50m is in evidence as the footprints 

(Fig. 17c-f) indicate a far weaker local influence on the tall tower compared to Night 1. When 

plotted as a function of release time (Fig. 13a), the calculated footprints are actually of larger

magnitude compared to Night 1 for 2:00am to 3:00am EDT (0600 – 0700 UTC) during the early, 

less stable period, but soon after the local footprints become insignificant (the Night 2 bulk Ri values 

in Fig. 1b rise from 0600 UTC to 1100 UTC), indicating that the tower is sampling a more distant 
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part of the domain later in the night, with almost 100% of the particles leaving the domain after this 

time (Fig 13b).  

4.   Eddy Diffusivity

Turbulent transport in the atmosphere is often described with ‘K-theory’, in which the eddy 

flux is related to the vertical concentration gradient and an eddy diffusivity parameter (KZ) (Stull 

1988; Pasquill and Smith 1983).  In this approach, the flux is related to both a source and a measure 

of turbulent transport:  

���������� = 	−��	(
��̅

��
) ,                                                                     1

where ����������	is the vertical turbulent CO2 flux and
��̅

��
is the vertical CO2 gradient.  The use of K-

theory to parameterize an eddy flux using a resolved gradient is applied in many models, including 

that used by Carbon Tracker to produce a global carbon budget from the tall tower measurements 

(Peters et al. 2004; Krol et al. 2005), and it is a good indicator of turbulent transport (Sogachev and 

Leclerc 2011).        

A time series of CO2 concentrations on May 11th, 2009 at SRS (Fig. 18a) shows clearly the 

nocturnal increase at lower levels as respiring plants release CO2 into the boundary layer, while 

values at the highest level (329m) show a decline, indicative of low-CO2 advection or the removal of 

CO2 out of the layer top by turbulence that exceeds the input rate at the bottom.  Mixing exists 

between the lowest 2 levels, with small (but detectable) differences in concentration between them.  

After sunrise (~1030 UTC, 6:30am EDT), concentrations drop as plants start taking in CO2 (Fig. 

18a).  Surface heating increases turbulent mixing, which tends to homogenize the boundary layer

and reduce vertical gradients.  On Night 2, evidence of nocturnal respiration also exists at lower 

levels (but with steady values at the highest level), with a turbulent mixing signal the following 

morning (Fig. 18a).  Notice how weaker mixing exists between the lowest 2 levels on this more 

stable night.  

Using data from the sonic anemometers and open-path infrared gas analyzers, the observed 

turbulent flux of CO2 can be calculated as the covariance between vertical velocity and CO2 

concentration (as in Eq. 1), subject to the Webb-Pearman-Leuning (WPL) correction (Webb et al. 
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1980).  The time series of perturbations was despiked (Vickers and Mahrt 1997), the wind 

components subjected to a planar fit coordinate rotation (Wilczak et al. 2001), and linearly detrended 

(Rannik and Vesala 1999).  

Each sonic anemometer is placed on a boom extending from the tower at an angle pointing 

towards 208°.  Given the locations of the tower supports, the tower structure will therefore affect 

winds from about 16° to 40°, and turbulent kinetic energy (TKE) and flux measurements will 

therefore be affected when the sensors are within the tower wake.  On Night 1, the 68m wind was 

between 30° and 40° for about 1/3 of the night (from 0800 UTC to 1200 UTC), while that at 34m 

was within this range only about 15% of the night, never shifting north of 37° (Fig. 3a).  (The Night 

2 wind was never north of 40°.) The Night 1 friction velocity at all three levels (Fig. 19) does not 

show evidence of the introduction of a large amount of turbulence at 68m between 0830 UTC and 

1200 UTC, as we would expect if the tower were generating  a large amount of TKE. Therefore, no 

corresponding flux is eliminated in the analysis.       

The nocturnal flux of CO2 varies greatly during the night of May 11th/12th.  A time series of 

30-minute averaged flux (Fig. 18b) clearly shows upward transport during most of the night, with 

brief periods of downward transport and at least one period of strong upward transport at 329m at 

about 10pm EDT (0200 UTC).    The upward turbulent fluxes of CO2 during night 2 (Fig. 18b) are 

on average lower than on Night 1.

We have concentration and flux data at 3 levels – 34m, 68m and 329m.  The concentrations at 

51m and 199m can be interpolated from the tower data.  It is common to use resolved model data to 

parameterize the eddy diffusivity and calculate the turbulent fluxes.  Because the fluxes and vertical 

gradients of CO2 are both known, however, we can instead solve Eq. 1 for KZ directly and 

characterize the magnitude of turbulent transport during this experimental period.  

On Night 1, KZ reaches higher values in the lower layer (Fig. 20a) than the upper layer (Fig. 

20a), as vertical eddy transport is maintained despite a weak vertical gradient (Fig. 18a).   In the 

upper layer (Fig. 20a), a decrease in turbulent mixing can be seen after 0700 UTC, consistent with 

the gradual stabilization of the Night 1 NBL inferred from the bulk Ri value (Fig. 1b), the footprint

(Fig. 12), and the simulated TKE (Fig. 9b).  The higher Kz values at both levels are also consistent 
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with periods of strong mixing inferred from the Night 1 tracer time series (Fig. 5a, b).  On Night 2, 

the inferred KZ values are an order of magnitude smaller than for Night 1 (Fig. 20a, b), again 

indicating greater stability on this night.  Note that the KZ values on Night 2 are larger at upper 

levels, in the area beneath the LLJ.

  

5. Discussion and Conclusions

We can draw three conclusions from this experiment:

i) A local signal observed at the SCT as a tracer released within the tower vicinity was 

detected at the uppermost sensor (329m), indicating that, even in stable and slightly stable 

conditions, sufficient vertical mixing exists to move tracer from the surface to this level within ~25

km.  This implies that the tracer was able to penetrate above the boundary layer top and that stable or 

slightly stable nocturnal conditions do not necessarily confine gases released at the surface within a 

shallow layer.

ii) A fetch of 4-25km in length is adequate for a tracer to be mixed upwards to 329m, a level 

typical of a ‘tall’ sampling tower.  This indicates that such a tower is at least partly influenced by the 

local landscape during a time when it is assumed to be sampling continental-scale air masses.  

iii) The simulation of the tracer release shows how the tower footprints vary with stability, as 

the local-scale footprint tends to disappear as the PBL becomes more stable.  In both cases, the local 

influence is small, with most of the released particles leaving the domain (~20km) within a short 

time.  This suggests that the boundary layer height in Fig. 1c can be considered as a ‘leaky’ barrier to 

upward diffusion, confining most of the tracer released beneath it.  This is similar to the conclusion 

from Sogachev and Leclerc (2011), in which calculated tower footprints in stable conditions often 

lay entirely beyond 50km of the tower, indicating that the tower is predominately sampling areas 

hundreds of kilometers from the tower.  

Confidence in the results based on a simulation is of course limited by the quality of the 

simulation.  Our simulation of the boundary layer on the two nights is in general agreement with the

observed boundary layer, and errors in the simulated winds do lead to problems in the simulated 

plumes. On both nights, the plumes seem to form properly but not move as observed.  Because the 
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simulated concentrations at the different tower levels are in (again, rough) agreement with the 

observed values, however, the simulated vertical diffusion results are likely to be correct, and the 

simulated footprints represent well the influence of the surrounding area on the tower.  This 

conclusion is strengthened by the agreement between the simulated footprint behavior and the 

observed measures of stability and vertical transport.    

Independent of the artificial tracer release, the CO2 concentration and flux time series also 

reflect the changes in stability on vertical transport on the two nights – nocturnal respiration

increases CO2 values in the boundary layer, with greater vertical gradients of CO2 on the more stable 

night.  Greater turbulent mixing (as quantified by eddy diffusivity) is observed during the night 

characterized by lower stability.  The tracer data, the simulated tracer release, and the calculated 

eddy diffusivities all agree in that they indicate a stronger local influence on Night 1 than on Night 2.

This study has implications beyond a single tower.  Our results speak to the importance of 

vertical transport on the calculation of a global carbon budget constrained with limited carbon 

measurements.  The SCT is a component of NOAA’s ‘tall tower’ network, which measures carbon 

concentrations to quantify the terms of the carbon budget, especially those dealing with the land 

surface (Birdsey et al. 2009; Stephens et al. 2007; Gourdji et al. 2012).  Terrestrial ecosystems 

constitute a major sink of carbon, but their magnitude is uncertain (Birdsey et al. 2009).   NOAA 

initiated the Carbon Tracker project to process global carbon measurements and produce a complete 

global carbon budget (Peters et al. 2007).  The network is currently active in making measurements 

(Andrews et al. 2013), and this monitoring resource forms the North American backbone of the 

Carbon Tracker project.  

Gerbig et al. (2009) discusses that errors in the parameterized vertical transport in transport 

models used for top-down inversions can produce errors in the reconstructed global emissions.  

Peters et al. (2004) demonstrated errors in the global budget of an artificial tracer (SF6), and 

attributed some of them to problems with the calculation of vertical eddy diffusivity in the TM5 

transport model, the same model used to get the global carbon inversion.  Gerbig et al. (2009) also 

suggest ‘adding Lidar measurements to monitor mixing heights at the tall tower locations, which 

when assimilated into the meteorological transport fields are likely to improve the representation of 

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



18

the measurements’.  In the absence of such measurements, numerical modeling can serve as a good 

proxy for the determination of mixing parameters.

We acknowledge that an extension of these results is limited and that further work is needed 

for a more comprehensive footprint assessment from tall towers in a wide variety of stability 

conditions. The influence of the local environment is related to both vertical mixing and advection, 

and weaker advection of air from distant sources could make the local influence stronger than was 

seen during the nights of the tracer release. The local effect must be considered when data from a 

tall tower is being evaluated.
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Figure Captions

Fig. 1 a) Radio Acoustic Sounding System (RASS) temperature sounding at 2:00am EDT 

(0600 UTC) for (left) May 11/12th [Night 1], (right) May 12/13th [Night 2], b) as in a) but for the 

time series of bulk Ri calculated between 68m and 329m. c) LIDAR Ceiliometer readings of the 

boundary layer height for both nights. The straight black line is at 329m. 

Fig. 2  Map of numbered tracer release points (red), as well as the tower receptor (black). 

Table 1 shows which tracer was released from which point for each night. Topographic heights 

range from 30m above ground level (darkest shading) to 150m (lightest shading). The RASS is co-

located with release point 10.

Fig. 3 Wind direction (degrees) at Tall Tower on a) Night 1 and b) Night 2.

Fig. 4 Remtech sodar profile of the NBL wind speed and direction on a) Night1, and b) Night 

2.

Fig. 5 Observed tracer for a) PMCH, Night 1, b) PTCH Night 1, c) PDCB, Night 2, d) PTCH, 

Night 2.

Fig. 6 Topography (m) for a) Grids 1 and 2, and b) Grid 3. The star indicates the tower 

location. 

Fig. 7 Comparison of RAMS data (solid line) with observed tower data (dashed line) for 

Night 1 at 34m for a) temperature, b) wind speed, and c) wind direction. 

Fig. 8 As in Fig. 7 but at 329m. 

Fig. 9 a) Simulated Night 1 wind vectors and speeds (m/s) at the center of the innermost 

domain. b) As in a), but for temperature (shaded, degrees C) and TKE (m2/s2).

Fig. 10 Simulated Night 1 concentration within the 0-50m layer at a) 0700 UTC, b) 0900 

UTC, and c) 1100 UTC.  The large black dot represents the tall tower position.

Fig. 11 a) Time series of simulated and observed concentrations of tracer PTCH, emitted from 

Pt. WA, on Night 1. b) Time series of simulated and observed concentrations of tracer PTCH, 

emitted from Pt. UE, on Night 2.  The ‘tower’ is actually shifted 5km north on Night 1 and 10km on 

Night 2, and the simulated data are time shifted by 1 hour on Night 2. 
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Fig. 12 Simulated Night 1 footprint at landing time a) 0600 UTC, b) 0700 UTC, c) 0800 

UTC, d) 0900UTC, e) 1000 UTC, and f) 1100 UTC.  Units represent fraction of released particles 

per square meter x 10-9, and the dot represents the location of the tall tower.

Fig. 13 a) Fraction of particles that diffuse to within 50m of the surface in 1 hour as a function 

of landing time, b) as in a, but for the fraction of particles that have left the innermost domain after 1 

hour.

Fig. 14 Comparison of RAMS data (solid line) with observed tower data (dashed line) 

for Night 2 at 34m for a) temperature, b) wind speed, and c) wind direction. 

Fig. 15 As in Fig. 14 but at 329m. 

Fig. 16 As in Fig. 9, but for Night 2.

Fig. 17 As in Fig. 12 but for Night 2. 

Fig. 18 a) CO2 concentrations and b) vertical CO2 fluxes at the Tall Tower on Night 1 (left), 

and Night 2 (right).

Fig. 19 Night 1 friction velocity at the three tower levels.  

Fig. 20 a) Turbulent Mixing eddy diffusivity (K) value on Night 1 at 51m and 199m, as 

calculated with the observed flux and gradient. b) As in a), but for Night 2. 

Table 1 Tracer assigned to each location in Fig. 1. Note that Point 8 was never assigned.

Table 2 Release rates of the various tracers on both nights.

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



a)

b)

c)

Figure



(Remtech)



a)

b)



a)

b)



a) b)

c) d)



b)

a)

SC

GA

Grid 1

Grid 2



a)

b)

c)



a)

b)

c)



a)

b)



a)

b)

c)



a)

b)





a)

b)



a)

b)

c)



a)

b)

c)



b)

a)





a)

b)





a)

b)



Location Tracer (Night 1) Tracer (Night 2)

1 O-PDCH PMCH

2 O-PDCH PMCP

3 PDCB PDCB

4 PMCH PMCH

5 PMCP PMCP

6 PDCB PDCB

7 PMCP PDCB

9 PDCB PDCH (3x)

10 PMCH PMCH

11 O-PDCH PDCH

WA PTCH

UE PTCH



Night 1 Night 2

Rate
(g/hr)

Duration (hr) Rate (g/hr) Duration (hr)

PDCB 26.5 7.36 27.9 6.99

PMCP 15.5 7.35 16.3 6.99

PMCH 5.0 7.40 7.9 6.96

o-PDCH 2.5 7.60 3.6 6.94

PTCH 1,906 4.00 396 3.25


