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A mnafor computational system called JOSHUA has been under development at the
Savannah River Laboratory since 1968, The JOSHUA System has two major parts; the
Operating Systemn and the Application System. The Operating System has been in
production use since 1970 and provides data managernent, terminal, and job execution
facilities, The Application System vses these facilities in solving problems in reactor
physics and engineering. Features of the Application System are the two-dimensional
lattice physics and three-dimensions] transient reactor physics capabilities, which have
Been in use since 1971 and 1974, respectively. This report summarizes the capabilities
of the JOSHUA System slong with statistics on size, use, and development effort,
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The development of the JOSHUA System involved many people in the Savannah
River Laboratory, Thelr names are listed below, and their contributions to both the
development of the systens and the writing of this report are gratefully acknowledged.

Dr. John E. Suich, former Director of Computer Sciences Section at S8avannah River
Laboratory, deserves special recognition for his contributions to the concepts of the
system und his development of the first versions of the data manager and terminal dis-
play facitities.
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Introduction to the JOSHUA System

Purpose

The purpose of this report is to;
s Describe the major features of the JOSHUA System
« Document the cost of its development
e Report the benefits
s Introduce the capabilities to other laboratories

The JOSHUA System has been extensively documented
in the publications listed in Appendix A and in the series
of manuals Hsted in Appendix B. This report provides a
maote concise description.

Audisnce

This report is aimed 21 2 wide zudience of both tech-
nical and sdministrative people. However, it is difficult
to describe an extensive computational system and make
the report informative to the nonsgpecialist and, at the
same time, provide enough information for the specialist
to evalnate the system. Three techniques have been em-
ployed in the report to make it readable without sacrifie-
ing too much detail:

» Module names and acronyms have been omitted except
for the names of major components.

e Many details have been removed from the text and
placed in Fact Sheets. These Foct Sheets are placed
in the repori near the relevant fext but are not
referenced,

» Drawings and pictures are used extensively.

Crganization

The report is organized in the following manner, The
remainder of this section provides some background ma-

terial on scientific computing at Savannah River and the
concept of a modular databased system. The following
sections discuss the major components of the JOSHUA
System:

« JOSHUA Operating System

o Generalized Application System
o Specialized Application System
The final sections discuss:

» Development effort

+ Size and use statistics

» Future development
Availability

*

Scope
The JOSHUA System consists of both an:

« Operating System featuring powerful data management,

job execution, gnd {erminal facilities
s Application Systems developed 1o use these fucilities

in solving problems at Savannah River

The JOSHUA System was developed to perform the
extensive reactor physics and engineering calenlations re-
quired to design charges for the Savannah River reactors,
Most of the development effort has been for this purpose,
and this report will describe only those applications. The
facilities provided by the JOSHUA Operating System have
alzo been used for several other applications:

« Plant simulation and forecasting
» Financial information

o Environmental transport




Rote of Computing

The rofe of computing in reactor design and operation
at Savapnah River was described in some detail by J, E.
Suich in 3 1970 memorandwn. That memorandum begins
with the paragraph:
*Computing hes become an integral part of Savannah
River's reactor technology. This has happened because
program objectives at Savannah River have consistently
posed Increasingly complex reactor problems; and, at
the same tme, computing technigues and equipment
have developed rapidly. Fortunately, solutions to
Savannah River problems by computing have proved
feasible and economical; alternative solutions through
expansion of experbmental facilities and staff would
have been more expensive and of doubtful feasibility,
Since startup, computing power in use at Savannah
River has grown exponentially, with a doubling time
of about one vear, so that present facilities have a
power almost a millionfold greater than the rudimentary
* equipment initially installed.”

Fhis growth is illustrated in Figure 1. The role of com-
puting and the needs of the users are still much the same
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at present as they were in 1970 despite the normal pro-
grammatic changes at Savannah River,

Charge Analysis

Most of the computing at Savannah River is directly
related to the design and operation of reactor charges, The
analysis of these charges requires a wide variety of com-
putationdl procedures to predict the neutronic and engineer-
ing behavior of the reactors during both normal and ab-
normal operating conditions. These computational pro-
cedures were implemented in numerous computer codes,
which were used on a production basis once they had been
developed and tested.
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Methods Development D Lattice

Ome aspect of seientific computing at Savannah River Reoctor
is the development of the physics, engineering, numerical,
and computational methods for these codes. A strong
methods development progrun has been in progress for
many vears and has led to 2 mature technology for reactor 250
design, Improved understanding of the reactors coupled
with a demand for more detailed wafoty analyses has led
1o & highly complex technology requiring a massive system
of strongly coupled computational procedures, 1t be-
camne evident in the late 1960s that caleulations of this
type required a new computing environment, thai of the
modular databased system,
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Number of Runs Submitied

Reactor physics and engineering codes were run on a
production basis both to design new charges and to
follow the operation of a charge. A reactor design pro-
ject reguires thousands of individual computer runs using 50

«a wide varlety of codes. Some statistics gathered in 1968
for a typiegd design project Hlustrate the magnitude of
the problenm, The number of computer runs submitted

per month for the design project is shown in Figure 2. A3 5 7 8 1 13 5 17
An average of 153 mns were submitted per month, or t Colendor Months
7 runs per day. Considering that there were several Design Frojec! Begins

concurrent design projects, and that relatively few people Aeoctor Stoclop

rin these eodes, there was a clear need to simplify the
voutine use of these codes by organizing them into a

FiG. 2  Computer Runs Submitted by Problem T
modular data-based system. omputer ¥ yee



JOSHUA is 3 modular datsbased computational system
for the multistep iterative design and analysis of nuclear
resctors. What do these terms mean?

Multistep Herative Computation

The design of 2 nuclear reactor requires many computa-
tional steps (Figure 31, A step might be the neutronic cal-

| osten -.f Step 2 [ step 3 l Step ¢ .—j-

FH3. 3 Multistep ltgrative Calculation

culation of power in a fuel tube, o1 the engineering
cajenlation of temperatures in a fuel tube and coolant.
Steps are often repealed using different input sssumptions,
Groups of steps are repeated until 4 design criterion is
achieved, such as varying foel element size and content to
simultuneously satisfy nuclear criticality, heat transfer,
ternpergtire, and power criteria. This design process is
characterized by the terms “multistep” and “ilerative

Computer Codes

In the early 19608 when a step was implemented as a
computer code, the inpui data were punched on input
cards, and the computed results were printed on an output
report (Figure 4}

Stag ¥ Sep 3

Fiz. 4 Manusl Transfer of Data from Reports to Cards

If some output results from one step were needed as
input to a later step, they were transcribed by hand from
the cutput repoct to input keypunch forms. Clearly this
was 4 tedious and wastetul effort for reactor designers.

#E

Disk Storage Devices

In the middle 1960s, magnetic disk storage devices
became widely available. Thgse devices made it practical
to save results from one step and make them available to
later steps {Figure 3).

If there is only one later step using these output data,
then the selection of the output data and its organization
on disk storage are dictated only by the needs of the one
later step. In most cases, however, the results of one step
are needed by several later steps, each of which has its own
requirements for the data and is organization,

Wiep 3

Cards

FIG. 5 Fransfer of Data Using Disks

Modular Data-Based System

When selected output data from a computational step
are placed in a “pool™ of data residing on disk storage
and made available to ail other computational steps, the
resulting system is a “data-based™ system, and the com-
putational steps are called “modules.” Modules can execute
other modules to allow complex computational procedures
to be developed,

Two other systems of this kind had been developed be-
fore JOSHUA. The ARC System? developed at Argonne
National Laboratory is intended primarily for fast reactor
research. The NOVA System? developed at Knolls Atomic
Power Laboratory is used for the design of naval reactors.
Bxscussions with personnel at these two laborateries con-
tributed greatly to the conceptual design of JOSHUA.

. C. N. Ketber, G, Jensen, L. Just, and B, J. Toppel. “'The
Argonne Reactos Compuiation System, ARC.™ Proc. Inrern.
Conf, Utiization of Research Reactors and Reactor Mathe-
matics and Computation, Mexico City, May 2.4, 1967
Report ONM-R-2 (Vol. TH}, pp 142845 (1967}

2. E. D. Reilly and W. H. Turner. “The Automation of Reactor
Besign Calculations at the Knolls Atomic Power Laboratory,”
Prog. Conf. Application of Computing Methods to Reactor
Problems, Argonne, H., May 27.29, 1985, USAEC Report
ANL-7050, Argonne National Laboratory, pp 251-63 (1965).
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Terminsis

A modular data-based system provides the mechanism
for building both massive safety analysis systems and
automated design svatems. The use of computer terminals
{Figure 6) provides several additional capabilities:

» Entry of data directly into the dats base
» lInspection of results in the data base

» Modification of data in the data base

« Execution of modules

FIG.7  1BM 2260 Terminal

Step 1 Stug 2 Ltep 3

FiG. §  Terminst Access to the Disks

These capabilities are important in the design process,
They allow the reactor designer to dynamically control
the data bage and computational sequence without using
input cards and output reports (although these facilities
are still avatlable if needed}. The reactor designer can
then perform his multistep Herative task using minimum
time and effort.

Two types of terminals are used in the JOSHUA System,
Most widely used is the IBM 2260 terminal (Figure 7},
which has a keyboard and TV-ike display for alphanumeric
data. The Vectographics 11 terminals (Figure 8) are full
interactive graphic terminals used to display graphical data, FIG.8  Vectographics 11 Terminal




JOSHUA Operating System

Three major facilities are required to support the con-
cepts described in the previous section:

¢ A rapdom access data managemen! systerm usable
from both modules and terminals

+ A terminal monitor system to provide tenminal
access to the data base and to initiate the execution
of modules

+ A flexible dynamic linking faclity allowing one module
ta eall one or more other modules into execution

These facilities are normally part of the operating system
supplied by the computer manufacturer. The facilities
supplied in 1968 by IBM O8/360 were not adequate for
this purpose; therefore, it was necessary to develop them
at Savapnah River, The collection of routines developed
to provide the three facilities listed above Is called the
FOSHUA Operating System. It does not replace 1BM
(38/360, but extends the 055360 capabilities and makes
them available to both the reactor and module designer.
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FIG. 8  Relationship of JOSHUA to the Computing System

The JOSHUA Operating System has been in production
use since 1970.

Figure 9 Hlustrates the relationship of some of these
routings to 08/360, the data base, the terminals, the
application modules, and other non-JOSHUA applica-
tions,

The Data Manager is the set of routines that controls
the storage and retrieval of data on the disk storage de-
vices.

Named Data Records

The individual collections of data stored on the disks
are called records. These records must be sccessed (read
or written} randomly by both modules snd terminal users.
To accomplish this each record must have a unique rame.
While modides might be programmed 10 remember short
record names or numbers, the user must “alk”™ to the
System in terms familiar to him. Fortupately, most
scientific dats can be described hy a hierarchy of quali-
fication. For example, the broad category of multigroup
cross section data is subdivided into isotopes, and isotopes
into resction types. The record containing fission data

10

for *3%1 might then be assigned the name
MULTIGRP U235 FISSION

This is called a gualified name string. Each qualifier (e.g.,
U235) may be 1-8 characters in length. Up to 16 guali-
fiers are allowed, but no more than 10 have been used.

The record names and record data structures are
arbitrary and are specified by the designer of an applica-
tion subsystem. While a good choice of record names by
the subsystermn designer will help the user remember the
names, terminal facilities are available to refresh the user’s
memory.

Module Data Access Statements

The FORTRAN Language does not provide for the read-
ing and writing of named data records. The IBM FORTRAN
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Language does provide for direct-acoess statements of the
fype!
READ (record location} Input/Output List

The JOSHUA System exiends the FORTRAN Lanpusge to
include statements of the type:

READ {record name) laput/Qutput List

A Precompiler is used to convert these new statements

to IBM FORTRAN compatible datements. In effect,
the Precompiler inserts staterments to call the Data Manager,

which takes the record name, looks up the record location
in catalogs, and supplies the record location to the IBM
FORTRAN direct-access statement.

Data Manager Operation

The major fupctions of the Data Manager are (o relate
data record names with their physical location on the disks,
and dynamically manage the disk space. To asccomplish
these functions, the Dats Manager must maintain catalogs
that are alse stored on the disk, This &s dlustrated in
Figure 9,

Disk space is allocated by O8/360 to the JOSHUA
System. This disk space i dynamically subdivided into
fogical Data Sets of an arbitrary sive allocated according
to the needs of the System and its users. Catalogs are
maintained to reflect the current status of this disk space.
These catalogs can be displaved at a terminal,

The catalogs that refate record name and location are
hierarchal or “iree-structured” catalogs, each qualifier in
the record name corresponding to one level of the tree,
Since the catalogs can be very large, they are subdivided
into pages stored as records on the disk. A search through
the catalogs to find & record location could require many
disk accesses. Several powerfol algorithms have been de-
veloped and implemenied fo minkmize the number of
catalog disk accesses.

Once the location of a record has been determined by
the Data Manager, the physical input or output of the
record it accomplished using the FORTRAN 1O routines,
Some of these rovutines have been modified 1o use the
chained schedoling and buifer management needed for
efficient transfer of large records,

Date Protection

It is essential to protect & user’s data both from other
users and from simple mistakes he might make himself,
The Date Manager provides a very powerful protection
method vsing 2 threedevel hierarchy of Standard, User,

and Job Data Sets, The operation of this protection method

is Hlustrated in Figore 10,

The Standard Data Set is shared by all authorized
users on a read-only basis. These data can be written or
updated only by suthorized personnel designated as cus-
todians of the Standard Data.

Upont request, a User Data Set is permanently allocated
to each user {or group of users). This Data Set is managed
by the user with utilities provided so {hat he can back vp
and clean up his Data Set. The user has complete control
{read, write, modify, delete) of his Data Set from 2 termi-
nal. Terminal-created data are usually stored in the User
Data Set,

A Job Data Set is dynamically allocated when a job s
executed, Modutes executed during this job write only
to this Job Data Set (and hence cannot alter either the
Standard or User Data Sets). When a module reads data,
the Data Manager first looks for the data in the Job Data
Set. I found, these data are supplied to the module. If
the data are not found in the Job Data Set, the Data
Manager next fooks for the data in the User Data Set, and
then in the Standard Dats Set. This hierarchal search is
automatically done by the Data Manager and is trans-
parent to the module. The method Is inplemented by
adding a high order qualifier to each record name. This
qualifier is either the word STD (for Standard), the User
Data Set Name, or the Job Name. The module may,
howsever, define its own sesrch Merarchy which may in-
clude other Job and User Data Sets.

A Job Data Set is sutomatically deleted after some
period of time {currently 5 days). It is up to the user
to inspect the ouiput from a Job execution and copy
those results that he wishes to save into his User Data Set,
The assumption is that most results are of temporary in-
terest and thus not worth saving so that no action it re-
quired to delete results, but a positive {though simple)
action is required to save results.

Each user has 2 Badge Number which identifies him
to the System. Unauthorized uvse of the System from a
terminal s prevented by supplying each user with a Pass-
word unknown to other users. A terminal user is
recognized by the Sysiem when he supplies both his
Badge Number and Password.
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The Terminal Monitor is 2 program that interprets and
processes commuands from the alphanumeric terminals. The
Terminal Monitor is a high-priovity, nonferminating batch
job which is loaded into the computer at the beginning of
the day <hift., U is usuelly removed 2t the end of the day
shift to release main storage for other batch jobs, As
part of this mitial loading, the Data Manager is made

resident. The Terminal Monitor is writlen as a resident
control program which, on demand, calls in function
programa from drum {fixed-head disk) storage. Figure 11
flustrates the Tenminal Monitor with twe functon pro-
grains attached: the Display Program and the Editor.

Display Program

Data records in binary form can be retrdeved from disk
storage using the Data Manager. They must be converted
to alphanumeric form before they can be displaved on the
screen of the terminal, The Display Program performs this
function with the ald of Templates stored like data records
on disk storage. The Template contains information about:

* »Structure of the record _
» Conversion from binary to glphanumeric
¢ Placemen! of data on the screen
e Explanstory text, headings, elc,

“This is the same type of information usually contained in
‘the FORTRAN KO List and FORMAT statement used

_for printing data.  Unlike this FORTRAN FORMAT capa-

bility, the Templates are created dynamically at a terminal
by creating on the terminal screen the display exactly as
it 15 1o appear when data are 1o be displayed. A Tem-

plate is created for each type (same name gnd list structore)

of data record to be displayed. When a specific record is
to be displaved, the Data Manager obtains the data record
and the Template for that data vecord type, and the Dis-
play Program creates the display on the screen of the
terminal,

Data Manipulation Facilitiss

The Terminal Monitor provides the user with a complete
set of facHlities to maintain his data. Thess include the
Facilities to create, modify, delete, copy, and rename data
records. These facilities are invoked using a shuple com-
mand language and are performed using the Display Pro-
gram and Pata Manager. Data Set maintenance facilities
allow the user to clean up and reorder his Data Set.

12
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FIG. 11 Terminal Monitor Componants

Free-Form Data

The formatted display facilities provided by the Dis
play Program and Templates require that the content and
struciure of the data record be predefined to the System.
A free-form input capability is also provided which is used
to enter and store unformatted, keyword driven data., The
input can be interactively checked for syntax, keyword,
and dats mode errors if the checking data have been
stored on the data base. The free-form input is ex.
tremely useful for supplying application modules with
option and data modification information,

Editor

The Editor allows users to create, modify, and delete
information in the form of eard images stored on the
disk. In the JOSHUA System, this cepability is used
primarily to maintain FORTRAN source decks and Job
Conirol Language decks, The Editor is also used to create
and modify input data decks for programs not run under
the JOSHUA System. The mainterance of card images
using the terminals has proved to be so convenient that
the resulting heavy load has severely strained the Terminal
Monitor. A continuing program of Terminal Monitor im-
provement has been necessary to retain a {ast tenminal
response,

Job Entry

Users may submit jobs for execution using a terminal.
Approximately 97% of the JOSHUA workload iz sub-
mitted in this manner. The job is automatically supplied
with predefined Job Control Language, and the user need



it out only 4 sirple one-page form displayed on the tnteractive Graphics

terminal screen, The Terminal Monitor causes the Job to
be placed in the batch quene whers it will gwait execution
along with jobs snbmitted through the card reader. The
user receives 2 Job Number and can use this number to
inguire about the status of his job and of the jobs ahead
of him in the gueue.

Interactive graphics terminals were obtained in late
1973, Programs have been developed to use these termi-
nals for a few applications. Software forthe full inte-
gration of these terminals with the Terminal Monitor (or
a separate Graphics Monitor) s being developed, but will
ntot be completed until late 1975,

Approximate
S8

JOSHUA jobs may be submitted using either the card

reader or a ferminal. The components of a JOSHUA job | Bowh Menior | 2ax

are Hlustrated in Figure 12, . ORTRANTIO ]
A nucleus containing the Batch Monitor, the Data Dsta Manager ae

Manager, and the FORTRAN /O routines is attached to Modute 4

each job (seversl jobs may be in execution at the same T e

time). These resources are shaved by all modulesthat e — e —

may be executed during the job. /

A control module (Module A in Figure 12) is speci-
fied by the user and is loaded and executed by the
Bateh Monitor, Standard 0S5/360 facilities are used to
accomplish this. If the control module should call another
module {for example, Module B in Figure 12), the Batch
Monitor loads and executes Module B, and o forth. Each

FiG. 12  Batch Job Components

module may also be segmented into overlays. When a
module execution has been completed, the module is
deleted from main storage and the space recovered.

The extended data mansgement and module execution
facilities provided by the JOSHUA Operating System
could be used by modules without exiending the IBM

FORTRAN IV Language. However, the required coding
procedares would have been awkward to use and difftcult
1o teach to casual programuners. New statements were
therefore added as extensions to the FORTRAN IV Lan-
guage, and a Precompiler was written to convert the new
staternenis to standard PFORTRAN IV statements. These
new statements are used for:

+ [iaia management

= Module execution

+ Module and subroutine timing

e Error messages

e Including cataloged program segments

The Precompiler is executed prior 1o the FORTRAN
compilation as part of 2 JOSHUA cataloged procedure.
Figure 13 illustrates the Precompiler and the Editor used
to mainisin source decks.

i3

The Precompiler has repaid its development costs
many times over. During the development of the Data
Muanager, at least two maj'ér revisions were made to the
detailed calling sequence. Without the Precompiler, all
application source decks would have required changes.
With the Precompiler, the changes were implemented in
the Precompiler, and it was only necessary to recompile

alt source decks,
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Generalized Application Subsystems

The purpose of the JOSHUA Application System s to
provide the computational support for the design and oper-
ation of the Savannsh River reactors. The largest and most
important part of the required computational support is in
the areas of reactor physies and englneering, and the develop-
ment effort has been concentraied in these two aress.

Generatized Versus Specialized Applications

The JOSHUA Application System can best be described
in two parts: one degling with Generalized Application Sub-
systems, and the other with Specialized Application Sub-
systems.

When the JOSHUA Operating System became available
in 19750, several groups of existing codes were modified to
sun under this System. The required modifications could
be done quickly to provide 3 speclal purpose capability at a
modest cost, The resulting systems are calied Specialized
Application Subsystems and are discussed in later sections
of this report.

The major effort was the development of new computa-
tional capabilities called the Generalized Application
Subsystems. The features desired in these Subsystems were:

& Comprehensive Data Base design for all reactor physics
and engineering applications

State-of-the-ari reactor physics and engineering models
State-of-the-art numerical and computing methods

Efficient use of the available computing resources

& B # @

Oriented toward production ase but capable of support-
ing research in methods development

® Euxpandable framework for future research and develop-
ment

& Useful at other laboratories

Major Subsystams and Data Sets

The four major Generalized Application Subsystems
fllustrated in Figure 14 are:

€ Basic Data Analysis Subsystern

® CGeneral Lattice Analysis Subsygtem

® Correlation Reduction Ansalysis Subsystem
& {eperal Reactor Analysis Subsystem

The Data Base is logically subdivided into Data Ssts. Two
classes of Data Sets are ltustrated in Figure 14. The Data
Sets on the left are created by the users of the System and
are ¢alled the Input Data Sets. The Data Sets on the right
are created by a Subgystem and ave called the Results Data
Sets. Both classes of Data Sets are kept on-line and have
lifetimes of weeks to years.

3

ENDFB
Bosic / S,
Data T
Anolysis \f\wm/
: MULTIGRP
NUCPARAM
/ PROPERTY
Generol M
{.nttice
ASSEMBLY Analvsi C
notysis \ »
LATTICE
FEWGRE
CELL
Correlotion / \M_,)
Reduntion
Anglysis s
\\_,_H___/
’ PARMEG
gﬁnemi / e
: 1
REACTOR Aralysie
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The top-to-bottom flow of data shown by the arrows in
Figure 14 reflects the dominant flow typical of the reactor
design process. However, all Data Sets are available to ali
Subsystems, and there is some upward flow of data.




Before discussing the detailed function of Data Sets
and Subsystems, if fs necessary o firs( describe what is
meant by 2 Subsystem and how a Subgystem appears
both to the user and to die programuner.

The User's View

When a reactor designer uges a terminal to perform a
computational step, he execntes 3 “functional module,”
thal &, a sequence of computations that perform a well-
defined function for him. The Subsystems shown in
Fignre 14 are, from the user's view, fonctional modules.

A user supplies input daia to the Subsystem, not to
individual modules within the Subsystens. These data
gre defined and structured for the maximum convenjence
of the user and are permanently stored so that new data
cart be easity created by modifving old data. Additional
input data for a Subsystem come from the Results Data
Sets created by previous calculations. The ouiput data
from & Subsysiem are saved on Results Data Sets if they
are needed by other Subsystems or by the user. Both
user and programmer are responsible for the specification
of the Dats Sets and functions of the Subsystem,

The Programmer’s View

Figure 15 flustrates how the programmer views the
Subsystem. The programmer is concerned with a large
collection of computational modules and ap Intermediate
Data Set, which is usually retained onky for the duration

of a job, Three classes of modules are: Compute Modules,

Input/Ootput Modules, and Control Modules {not s
trated in Figure 15). The luput Modules read data from
the Results and Input Data Sets, organize and reformat
the data for maximum converdence of the Compute
Modules, and write the data to the Intermediate Data

Set. The Compute Modules perform the required com-
putations moving data (o and from the Intermediste Data
Set. The Output Modules then write selected data to

the Resulfs Data Sets and reports. Control Modules dirsct
the sequence of module execution based on user supplied
parameters and current values in the Intermediate Data
Set. The subdivision of the Subsystem into modules,
overiays, and subroutines and the structuring of the
Intermediate Data Set are done by the programmer to
maximize computing efficiency and minimize development
and maintenance costs,
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Advantages of the Subsvsteh Structure

The separation of the overall Application System into
Subsvstems, and the internal structuring of a Subsystem
as Hustrated above have several important advantages:

o The user is divorced from the internal operation of the
Subsystem, a requirement for production use.

» The input data can be {aitored to the user without
affecting the performance of the Subsystem,

= A continuing program of Subsystem upgrading has
mintmum impact on the vger,

s A bigh efficiency can be achieved by proper design of
the internal structure of the Subsystem.

 Reuse of results on the Intermediate Data Set can sub-
stantially speed up multicase calculations,

» The Compute Modules are insensitive to changes in
the design of the Input and Results Data Sets.

e The disk siorage space is efficiently utilized by separating
the data into high volume transitory data and low
volume permanent data,

4

Cormparison of the Dats Sets

The Data Sets can be characterized by thein:
» Permanence
« Structure

¢ Freguency of use
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The Input and Resufts Data Sets contain data of lasting
value and are saved for at least the duration of the design
project. Recoerds in these Data Sets are small and structured
for use by people who will create and inspect them at termi-
nals. Records are usually read or written only once by the
Input/Quiput Modules for each job and hence have a low
frequency of use,

The Intermediate Data Set exists only For the duration
of the job {or saved for at most, a few days). Records are
farge and structured for efficient use by the Compute Mod-
ules. Since all of the data needed by the Compute Modules
can rarely be contained in main storage, the Compute
Modules transfer records between main storage and disk as
needed. Hence the frequency of use is high.

Because of these differences it appedred that two separate
data management systems would be required. The Data
Manager described previously was first developed for the
user-oriented Data Sets, When used for the Intermediute
Data Sets, the initial performance of the Data Manager was
poor. Subsequent improvements in the Datg Manager have
solved these problems, snd the current Data Manager is
highly efficient for bath types of Data Sets.

Main Storage Management

Dynamic allocation of main storage is a technique used
in most JOSHUA modules to:

» Efficiently utilize available main storage

o Minimize recompilation resulting from changing problem
size

» Minimize data transfer between disk and main storage

Most problem data arrays are packed into 2 single master
data array whose size can be expanded at execution Hme
to fill the available space in the job partition. A Main Stor-
age Management Routine is used {o manage the master data
array. This routine also uses the JOSHUA Data Manager to
transfer problem data arrays between disk and main storage.
There is usually not enough main storage to contain all
problem data arrdys, Some arrays can be resident in main
storage, but other arrays must be transferred between disk
and main storage as needed. Several modules determine an
optimum strategy based on the problem size and available
main storage to minimize the transfer between disk and
main storage. The Main Storage Management Routine is
used to implement the optimum strategy.

Function

The function of the Basic Data Analysis Subsystem
{BDASS}Y is to prepars all basic constants needed for
both reactor physics and engingering caleulations. These
data fall into four classes:

» Properties of isotopes
= Neutron interaction data
» Photon production and interaction data

« Engineering properties

Sources of Dats

The isotope and engineering properties were taken from a
variety of handbooks and correlations done at Savannah
River. The neutron and photon data are obtained from the
Natignal Neutron Cross Section Center at Brookhaven
National Laboratory in the form of magneiic tapes in the
format of the Evaluated Nudear Data File/Version B
(ENDF/B). These datz are placed on a JOSHUA Data Set
narmed ENDFB.

Ensrgy ard Spatial Resclution

The neutronic analysis of a reactor is usually accomplished
in several steps, esch of which is characterized by a different

combination of neutron energy and spatial resolution, Energy

is divided into discrete energy groups so that resolution is
measured by the number of energy groups. Simnilarly, space

i6

is divided into discreie mesh points so that resolution is
measured by the number of mesh points, The four typical
steps are:
s Preparation of a high energy resolution {fine-group)
set of neutron inleraction data from the infinite re-
solution ENDF/B data. An assumed weighting spectrum
is usad.

« Calculation of the spectrum in 2 homogeneous medium
{with leakage} using fine-group data for a few typical
compositions. The resulting spectrum is used to produce
a medium energy resclution (multigroup) set of data.

« Calculation of the flux in & lattice using the multigroup
data and many mesh polnts. The resulting spectrum is
used o produce z coarse energy resolution (few-group)
set of data,

« Calculation of the flux In a reactor using few-group
data and a large number of mesh points.

The last three steps are illustrated as shaded areas in
Figure 16.

The second step is usually not necessary for thermal
reactar analysis, and in BDASS it is replaced by an averag-
ing process using an assumed speetrum. However, the Data
Sets needed by each of the above steps are part of the Data
Base. They are named the FINEGRP, MULTIGRP, and
FEWGRP Data Sets. The design range for each of these
Data Sets is shown in Figure 16,



e 1
Engineering Properties .

Correlated engineering properties for all materials of in-
terest are stored on the PROPERT Y Data Set, Because of
¢ S the limited volume of data, the PROPERTY Data Set is

Phgses maintained entirely using terminal facilities.
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Operation
The operation of BIXASS is {thustrated in Figure 17, The
basic processing stops are:
» Conversion of ENDFB data to FINEGRP and NUCPARAM
{resonance parameters, isotope properties, eic,) data
» Compression of the FINEGRP daia to MULTIGRP data
using 8 predefined spectrum
« Further compression of the MULTIGRF data using s
predefined spectrum
The spectrum may be predefined by the user ot may be
chiained from a lattice physics calculation. This latter fea-
ture altows highly compressed MULTIGRP data to be
prepared for paremetric stadies on a given lattice,
Because of the large size of the ENDFE and FINEGRP
Data Sets and the infrequent nead to use the BDASS, these
Data Sets are not kept on-line.
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Assemblies and Lattices

The individual components loaded into the Savannsh
River reactors are called assemblies. Cross sections of
typical [uel, target, and conirod assemblies are shown in
Figures 1820, Data describing the dimensions and com-
position of assemnblies are prepared by the reactor designers
and stored on an ASSEMBLY Data Set.

Assemblies are loaded Into the reactor in a variety of
arrangements. Each arrangement usually has a group of
assemblies, which is repeated to fill & major segment of
the reactor. The perfodic extension of one arrangement to
(i all space is called a Iattice. Figure 21 llusirates an
arrangement of seven celis frequently used as 2 lattice
patters.

Function

The function of the Generalized Lattice Analysis Sub-
systermt {GLASS) is to provide detailed physics and engineer-
ing analyses of g lattice. These analyses fall into the following
categories:

» Benchmark calculations to compare with experimental
lagtice messurements

» Scoping studies to provide preliminary lattice designs
and performance estimates

»  Design studies to predict lattice performanes during
normal operation

e Safety studies to predict lattice performance during
:  sbnormal operation

The first category involves a single lattice analyzed using 2
variety of andlytic methods to establish a method that is
both accurate and economical. The last three categories
involve multiple Iattices {usually 2 base case and systematic
variations from the base case) using the established analytic
method.

The information needed to perform these analyses comes
{rom the ASSEMBLY, MULTIGRP, NUCPARAM, and
FROPERTY Daia Sets (Figare 22} along with user-supplied
options. The principal results of the analvsis along with the
input options are stored on the LATTICE, FEWGRP, and

CELL Data Sets.
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FIG. 22 GLASS interface Diats Sets
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Analyses
Lattice analyses are performed in the nine major com- [_ Prepore - inpu? "I

putational steps shown in Figure 23, I ,

L Determine Strotegy l

Input Preparation

The data on the ASSEMBLY Data Set are physical de-
scriptions of assemblies in terms of the size and composition 3 _ Colculote Resonances |
of each component of the assembly. These components are § 1
called regions. The computation of the neutron flux requires % [ Calculate Neutron Flux l
a spatial subdivision of regions into subregions resulting in 3 ;
the computational description of the assembly. When several § ° Calculote Laokoge 1 Y
assemblies are used as cells to form a lattice, the result isa § : E
computational description of the lattice. A computational F T &
description of the lattice in Figures 18-21 is illustrated in ® [ Calcutate Gomma Flax ]
Figure 24. Because of the symmetry of the lattice, only 1
three assemblies are used in the computation. [ Caiculate Temparature ]
The GLASS computational modules require a lengthy and J
highly detailed computational description of the lattice and -
the computational ot;tions in the forl:n best suited for the _{ Cotelate Depletion —!
computational modules. On the other hand, the user can 1
give fairly concise descriptions of what he wants done, ( Catalog Results j_'

especially in those frequent cases where he is modifying a
previous calculation. Three features are provided in GLASS
to transform the user’s specifications into module input:

FIG. 23 GLASS Processing Steps

¢ Sufficient information is cataloged along with the
lattice results to permit reconstruction of the complete .
input data.

¢ Akeyword driven, free-form input language allows the
user to supply the minimum information required to
construct a new lattice from previously cataloged
lattices.

e Terminal functions and computational modules trans-
form the user specifications into detailed input data.

= Subregions

An example of the free-form language is the following:

/MOD=1 CELL=1 REGION=FUEL 1 TEMP=(300-6(00)
{MOD=2 CELL=2 REGION=COOLANT,DENSITY=(0.5,0.6,0.9)
/PROB=1 MOD=(1,2) STEPS=(4,3)/

These three input statements set up 12 calculations on a
previously defined lattice. The first statement defines modi-
fication 1 as a variation in temperature between 300° and
600° in the region named FUEL1 of cell 1, The second FIG. 24 Computational Representation of a Lattice
statement defines modification 2 as three discrete densities

in the region named COOLANT of cell 2. The third state-

ment defines problem 1 using all permutations of modi-

fications 1 and 2 with four equally spaced temperature

steps and the three density steps.
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Strategy

A user sets up an average of ten cases for a GLASS exe-
cution (the case loop in Figure 23). Usually these cases
are variations on the same basic lattice. All calculations
must be done for the first case, but many calculations need
not be repeated for the following cases. A computational
strategy is determined by comparing the input data for the
current case with the input data for the previous case and
identifying those data records on an Intermediate Data Set
that must be recomputed and those modules that need to
be re-executed. A control module uses this information to
minimize the computation. Successive cases are executed,
on the average, in one-third of the time required for the
first case. It should be noted that it is the dynamic module
execution and random access data base features of 2 modu-
lar data-based system that makes these efficiency gains
possible.

Resonance Capture

The main features of the methods used to calculate
resonance integrals are:

e Nordheim integral treatment

* Multiregion annular geometry description of cell

o Cosine-current calculation of collision probabilities
+ Interpolation of tabular collision probabilities

e Cell-to-cell interactions treated by conservative boundary
conditions

Neutron Flux

The neutron flux is calculated in each energy group and
each subregion of the lattice. This flux is called the fine-
structure flux. The basic equation used is the multigroup
neutron transport equation. Three numerical methods for
solving the transport equation are available to the user:

s Collision Probability Method

e Transmission Probability Method (also called the
Interface Current Method)

¢ Monte Carlo Method

Each of these methods can treat both an arbitrary group
structure with full or partial group transfer matrices and
an arbitrary two-dimensional geometry subdivided by linear
segments and circular arcs. However, the current implemen-
tation of the Transmission Probability Method and the Input
Preparation Modules supports only those geometries used
at Savannah River plus those needed for square lattices.
Each of these methods can be used in two ways. The
first (and usual) way is to treat all cells in the lattice
simultaneously to obtain the complete fine-structure flux.
The second is to treat each cell separately by first comput-
ing a neutron current response matrix for each cell ana then
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solving for the cell-to-cell currents in the lattice. This
approach is called the response matrix method, Response
matrices are stored in the CELL Data Set for later use in
reactor calculations. However, implementation for routine
use of the response matrices in lattice calculations has not
been completed.

Leakage

The effect of leakage on the neutron flux is estimated
by performing a multigroup B, calculation on the uniform
material obtained when the lattice is spatially homogenized
using the fine-structure flux as a weighting function. A
variety of eigenvalue searches can be performed during the
By calculation. Given any three of the following four items:

+ Effective multiplication factor
s Time decay constant

s Geometric buckling

» Isotopic concentration

the fourth item will be determined. Since the time decay
constant (treated as a negative absorber) and isotopic con-
centration affect the fine-structure flux, prediction of
these quantities requires some iteration. This is illustrated
in Figure 23 as a concenfration loop.

Gamma Flux

The fine-structure neutron flux is used along with the
photon production data on the MULTIGRP Data Set to
calculate a gamma source distribution in the lattice. A
multigroup coliision probability calculation predicts the
resulting gamma heat deposited in each subregion of the
lattice.

Temperature

The two-dimensional fission and gamma heat distri-
butions in the lattice are multiplied by a known axial shape
factor to obtain the heat generation rates in the three-
dimensional lattice. A multichannel thermal calculation
is used to predict temperatures at each location in the
lattice. The required engineering parameters are taken
from the PROPERTY Data Set,

Depletion

The neutron flux can be used to calculate the expected
isotopic depletion by region during constant power opera-
tion. The constant power may apply to one assembly or
the entire lattice. The changes in isotope concentrations
cause the neutron flux to change so that it is necessary
to repeat the neutron flux calculation (depletion loop in
Figure 23) periodically. The frequency of repeating the
neutron flux calculation is determined by the depletion



modules based on a user-specified change in the con-
centration of an isotope in a region. Criticality of the
lattice during depletion is maintained by varying buckling,
eigenvalue, time eigenvalue, or control isotope concentra-
tion.

When the lattice is placed in a reactor, the depletion
history will not be identical to the idealized depletion
history of the lattice alone. The intent of depleting the
lattice is to obtain reasonable neutron flux spectra from
which few-group microscopic reaction cross sections can
be calculated. The microscopic cross sections will then be

used to deplete assemblies during a reactor depletion cal-
culation.

Cataloging of Resulls

Results of lasting value are cataloged and stored on the
FEWGRP and LATTICE Data Sets. These results generated
at a rate of several hundred lattices per day for the past
several years provide a valuable library of lattice physics
information. Inquiry modules locate for the user those
lattices that satisfy his search criteria. For example, he
may want to know what lattices have a k¢ between 0.99
and 1,02, a poison concentration in a given range, and a
2351 content of a given amount.

" . Data Contained In the CELL Data Set_
Data cmioged &y celf arv;d ve.zr.sfon S Kf o
Back-reference to ASSEMBLY data set, .
Changes to cell (homogenization, subdivision}
Group structure and spectrum for surface currents 2 ; ‘ i 4 ?

For each surface current component and fission
generation:

Qutward surface currents By group and surface
Cell average flux by group
Cell average reaction rates By group

Cell average scattering matrix

. PP E A

GLASS Problem Size Statistics i tratied

Typlcal  Maximum N : i

Neutron Groups 37 100 .

Subregions 100° 800
Different Cells 3 50
Materials 15 200
Isotopes 75 200
Resonance Isotopes 10 200
Depletion Steps 5 30
Depletion Chains 3 200
Depletion Isotopes 50 200
Photon Groups 6 100
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CORRELATION BEBUETION ANALYSS.

Function

The state of each lattice cell changes with time during a
reactor kinetic or depletion calculation. The state is char-
acterized by composition, densities, temperatures, and
environment, However, it is not known in advance what
states will actually be experienced during the reactor cal-
culation.

The strategy employed in JOSHUA is to perform
lattice calculations at a carefully selected set of discrete
lattice states which span the range of expected states,
and correlate the lattice parameters into a set of para-
metric equations. The parametric equations give the
lattice parameters as a continuous function of the lattice
state. Lattice parameters for each state needed during the
reactor calculations are obtained by evaluation of the
parametric equations, which, in effect, interpolate be-
tween the discrete states actually calculated.

The function of the Correlation Reduction Analysis
Subsystem (CRASS) as illustrated in Figure 25 is to take
results of lattice calculations stored on the LATTICE and
FEWGRP Data Sets, correlate them based on user-supplied
options, and store the resulting parametric equations on the
PARMEQ Data Set.

The analysis steps are shown in Figure 26. The iteration
shown in Figure 26 reflects the trial-and-error nature of the

correlation procedure.

1

[ Collect Data !
[ Tronsform Dato —l

[ Znolyze Trigl Corre:tions—}-

[ Fit Parametric Correlmionsj—.

!
[ Check Correlations J'-’
'

FIG. 26 CRASS Processing Steps

Apptications

The two most important applications of correlated
lattice parameters are charge design and reactor kinetics.
For each of these applications, variables describing the
lattice states are called the independent variables, and the
lattice parameters are called the dependent variables.

The independent variables used for charge design are:

» Design parameters such as fuel loading, burnable poison
concentration, enrichment, control rod strength, etc.
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» Operating parameters such as exposure and control
rod position

The dependent variables used in charge design are:
* Macroscopic cross sections by energy group and cell

+ Microscopic cross sections by energy group, cell,
isotope, and reaction type

The independent variables used in a reactor kinetics
calculation are:

¢ Metal temperatures by cell’

"« Coolant density by cell

¢ Moderator density

e Fraction of metal melted by cell _
o Concentration of melted particles in the moderator

) Concen’;ration of dissolved poison in the moderator

The dependent variables used in a reactor kinetics cal-
culation are:

s Macroscopic cross sections by energy group and cell

Data Collection

The typical numbers of dependent and-independent
variables and lattice states are listed in Table 1. Reorgani-
zation of collected data is necessary because the lattice
calculation produces all dependent variables for one state,
but the correlation requires one dependent variable for all
states, The JOSHUA data management facilities are essential
for both the storage of the laitice parameters and their re-
organization prior to correlation.

TABLE 1
Typical Correlations
Charge Reactor
Design Kinetics
Number of Independent Variables 5 10
Total Number of Lattice States 65 230
Number of Dependent Variables/State 200 20.
Total Number of Dependent Variables 13,000 4,600



Parametric Equations

The functional form of the parametric equations was
chosen to be a multivariate, low-order polynomial form.
This form was choven because the coefficients could be
obtained by Hnesr least-squares fitiing methods. Although
low-crder polynomials are adeguate 1o describe wesk
yariations, trensformations of the variables are required for
the stronger varistions,

Transformations

CRASS allows the user to transform both the dependent
and independent variables Into new variables that better
correiste the data. Physics arguments indicate that certain
combinations of variables (such as spectral Indices) are
beiter correlating variables than the state variables, and Checking
certain cembinations of cross sections {such as the ¢ffusion
length} are better correluted than the ndividual cross sections.
Mathematical arguments indicate that selective stretching of
the dependent and independent variable axes increases the must be done before the parametric equations can be uzed
accuracy of the low-order polynomial form. CRASS provides in a reactor caluulation, Redundant data in the parametric

the mechanism fo accomplish and evaluate the transformations,  equations are used to evaluate the accuracy of combinations
of dependent variables at 1attice states not used in the

Even when the data are fit to an acceptable precision at
the lattice staies used in the Hitting process, further checking

Analyses fitting process. For example, values of the effective multi-
CRASS does not aytomate the correlation process, There plication factor (k sy} and migration area {M%)are cor-
are too many human decisions to make. CRASS assists the related slong with the cross sections from which thev can
user in the correlation process by performing the data be deduced. Values of these quantities and their deriva-
management and compuiational tasks and by groviding fives with respect to each gtate variable are obtained by:

fnalyses of the correlation. Several types of analyses have
been implemented: regression, mathematical fransformation,
and interactive graphics,

A standard regression analys is used to indicate the

+ Evaluation of the parametric equations

» Calculation from cross sections obtained by evaluation
of the parametric equations

degree of correlation between the palrs of powers of the A comparison of these results for a large number of ran-
dependent and independent transformed varfables, helping domly chosen states indicates the accuracy of the correla-
the user to select possible transformations and polynomial tions when used in a one-group reactor calenlation.

forms, A mathematical iransformation analysis uses result:
of a trial corcelation o predict axis stretching parameters.

Interactive graphics, the most poweful analysis tool
developed 1o date, it used to

»  Execute modules to perform transformations and
rial correlations

¢ Select and display results in graphical form (Figure 27)

« Judge the behavior of the curves and quality of the
correlation
Fitting
When the user has decided how the correlation is to be
accomphished, CRASS fits the data to the selected form and
storas the results on the PARMEQ Data Set. The correla-
tion for a new fype of lattice requires the elaborate analysis
discussed previously, However, subsequent correlations on
closely related lattices would not require a full analysis
to find the best parmmetric equations and transformation.
in these cages, the {itting procedure will use the results of
the previous correlation along with the new data to pro-

duce a new set of parametric equations. FIG.27 Graphicat Disstay of Typical Correlated Dats
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Savannah River Beastors

The Savannah River reactors are cooled and moderated
with heavy water. The resctor tank is & right circular
cylinder, approximately 18 feet high and 16 feet in dia-
meter. A reactor has approximately 873 assembly positions
arranged in the hexagonal pattern #lustrated in Figure 28,
Controf assemblies cccupy 61 of these positions. Spagets
and gas ports accupy 12 positions. The remaining 600
positions sre occupled by either fuel or farget assemblies,
Six coolant inlet nozeles are shown surrounding the tank
in Figure I8,

Function of GRASS

The function of the Generalized Rasctor Analysis Sub-
system {GRASS) is to provide detailed physics and
engineering design and safety analyses of these reactors.
The data needed to perform these analyses are (Figure 29%

» Crogs section dats for each different type of assembly

of lattice of assemblies represented us parametric
eguations on the PARMEQ Data Set

» A desoription of the reactor loading pattern, reactor
geometry, and its subdivisions created by the user and
stored on the REACTOR Data Set

» Usersupplied control and calculational options

The analyses performed by GRASS fall into the two
raator categories of static and kinetic analyses,

Static Anglyses
¢ The steps used for static analyses are {hustrated in
Figure 30.

Inpur Preparation

GRASS modules reguire a detailed, three-dimendonal
description of the reactor. Whereas in GLASS, powerful
language and terminal facilities iave been developed to
allow convenient fnput data preparation, comparable
facilities have yet to be developed for GRASS, However,
reactor descriptions previoudly cataloged on the permanent
REACTOR Data Set can be easlly modified to create new
resctor descriptions.

The description of reactor geomeiry procesds in the
following steps:

& A partitioning of the reactor into planar zones and
axial segments. The three-dimensional combination
of 2 zone and segment is called a reactor region.

= A regular partitioning of a resctor region into mesh
points used for the flux caleulation,
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& An arbitrary collecting of reactor regions into six
other aggregations called:
Cross Bection Reglons
Control Regions
Depletion Regions

Core Regions
Moderator Regions
Edii Hegions

The remalning input information deseribes the prop-
erties of reglons. For example, cross section sefs on the
PARMEG Data Set are assigned o cross section regions,
control settings gre assigned to control regions, thermal-
hydraslic constants are msigned to core regions, and so
forth.

Input preparstion modules convert these user-supplied
descriptions to the detailed {ables required by the calenia-
tional modules and store them on an Intermediate Data Set,

Cross Section Adjustment

Each type of region has associated with it a set of state
variables which are uniform within the region, For example,
the state variahles for a depletion region are isvtopic con-
centrations, the state variables for a core region are fuel
temperature, coolant density, fraction of metal melted,
and 30 forth. The initial values of the state variables may
be user-specified, obtained from previous calculations, or
obtained from default conditions. Many of the values of
the state variables will change during the course of the

LRASS calowlation as indicared by the iteration and de-
pletion loop in Figure 30

The parametric equations assigned to 2 cross section
region give cross sections as & function of the state
variables in that cross section region. Since the various
types of regions are each arbitrary collections of reactor

]

- Bota colleeting rewctor regions 1

- Crpss Section Core

Control Moderator
- Bepfetion Edir o

Material nurmes by cross ssction region
Contref sfrength by control region
Direct or adioint seurce by reactor reglon and group

Direct or adicinr Fux gueess by mesh point and group
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regions, the first step is the calculation of the average
value of the state variables which occur in a cross section
region. The average state varizbles are then used in the
parametric equations to prepare the cross sections needed
for the flux, control, and depletion calculations.

Neutron Flux

The neutron flux in the reactor is calculated using
finite-difference, few-group diffusion theory, usually with
either twa or four neutron groups. Most calculations are
performed for two-dimensional hexagonal or three-dimen-
sional hex-z geometry with 1, 3, or 6 mesh points per hex,
Modules for three-dimensional orthogonal geometries are
also available but are not yet fully supporied by the input
preparation and other processing steps.

A variety of flux calculational options are available to
the user

s Direct or adjoint flux

s Fixed source or eigenvalue search

» Eigenvalue may be k sy, buckling, or poison concentra-
tion

» Control adjustment

The following are the main features of the flux calcula-
ton:

r £y % - H
» (Cross sections given by the material in each cross
section region

o Arbitrary scattering matrices and fission specira given
by material

« Calculation done one energy group at a time

» Coarse mesh rebalancing, fission source extrapolation,
and simultaneous Hne relaxation convergence accelera-
tion methods

« Dynamic main storage allocation based on actual problem
size

+ Diynamic data roll-in/roll-cut strategy determined at
execution time

Control Adfustment

The spatial distribution of control absorption may be
adjusted until the reactor power distribution agrees (with-
in a tolerance)} with a user-specified distribution. This pro-
vedure is also culled power flattening. The iteration required
to obtain the desired distribution is performed in two phases,
The first phase involves varying a control capture cross section
distrihution until the desired power distribution is obtained.
This phase is performed simultaneously with the flux cal-
culation. The second phase involves adjusting all cross
sections using the parametric equations and the current
estimate of control capture, Thisis shown as an iteration
in Figure 30,



Engineering Modef

The computed reactor power distributions can be used
to predict the enginsering state of the reactor. The models
used are steady-state versions of the kinetic models that will
be described later. The orogs sections vary with engineering
state variables: the iteration shown in Figare 30 is required
to obtain a reactor solution for which engineering and
neutronic states are consistent.

Depletion

The instantaneous state of & reactor is predicted by
calenlations described in preceding sections. A depletion
calculation predicts the change in isotopic composition
which cccurs during reactor operation at constant power.
The depletion calculation continues until the changing com-
position necessitates the recaleulation of the power distri-
ution, This recalculation is shown as the depletion loop
int Figure 30, The frequency of recalculation is determined
by the fractional change in isotopes and regions specified
by the user.

Two methods are used {o caleulate depletion. In the
first method, {sotopic reaction rates in each depletion
region are calvulated from the average few-group flux and

the microscopic cross sections from the parametric equations.

The depletion equations are then solved for isotope con-
centrations as a function of thme. This caleulational method
is the same 25 used in the lattice calculation. In the second
method, an exposure rate is cateulated from the average few-
group flux in each depletion region and the macroscopic
fission cross section. The isotope concentrations as a
function of time are obtained from the parametric equa-
tions using exposures caleudated from the constant exposure
eate. The first method is the more accurate but can be time
consuming when many depletion regions are used. The
second method requires Hitle computing time but is valid
only if the depletion history of the lattice calenlated by
GELASS is similar to the actual history in the reactor,
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Edizs

At the present time, no JOSHUA Subsystem uses the
results of the GRASS calculation. Consequently, no
permanent output Data Set has been defined, Selected
results are saved on the REACTOR Data Set to facilitate
input preparation and calculation of other cases. Most.
results are saved {temporarily) on the Intermediate Data
Set for use in a GRASS kinetic calealation.

Response Matrix Method
Transport theory caleulations using the response

matrix method are used to evaluate the accuracy of the
finite-difference diffusion theory methods, The response
matrices for each cell type are calculated in GLASS. The
cells are assembled into a reactor using the loading pattern
on the REACTOR Pata Set, and the cell coupling currents
are obtained by iteration. Features of the method are:

+ Two-dimensional hexagonal geometry

« Multigroup integral transport theory used within a
sell

¢ Cells coupled with few-group interface currents

« Inlerface currents on each hexagonal face may have up
to four angular/spatial modes

*




Kinetic Analyzes

A major obiective in the development of the JOSHUA
Systers is to provide computational models for the safety
anatyses of the Savanaah River reactors, One facet of safety
analyds is the prediction of the kinetic behavior of the
reactors prioy to extensive core configuration changes.
These analyses are here called kinetic analyses.

The approach taken to provide kinetic analysis capability
is to first develop the most comprehensive model possible
and then vse the results of this mode! both to validate the
current production models and to guide the development
of more advanced production models. The comprehensive
model of the reactor system developed in GRASS isa full
three-dimensional model of all physical phenomena thought
o be important and for which models could be comstructed.
The resulting computational system requires several hours
of computing time for a single kinetic caloulation. This
systermn demonstrates that a comprehensive model can be
builf and that it in fact models observed reacior behavior.
Refinement of the numerical and computationsl methods
will hopefully reduce the computing time to that needed for
gxtensive parametric studies,

Compurational Steps
The computational steps involved in 2 GRASS kinetic
analysis are {llustrated in Figure 31. A steady-state teactor
is first calculated using the methods previousty described.,
A time-dependent perturbation is introduced, and the state
of the reactor is calenlated at successive time steps (the time
Ioop in Figure 31}

Reucior Perturbations
A wide variety of both real and hypothetical perturbations

van be simulated to initiate & reacior transient. These include:

« Cross section changes

¢ Control yod movements

e Loss of assembly flow

» Pump shaft breaks

+ Pump coastdown from loss of pump power
= Pipe breaks

s Injection of soluble poisen

Cross Section Adiustment

Feedback from changes in the engineering state of the
reactor is treated by adjusting neutron cross sections using
the parametric equations obtained by correlating cross
sections with engineering state parameters. The methods are
the same as previously described for static analy ses.

Neutrop Flux

The newtron flux ai g given time step is calculated by
finite-difference, few-group diffusion theory. The methods
used are extensions of those previously described for static
analyses. The main features of the transient flux ealcula-
tion are;

» Fully implicit time differencing
« Frequency transfonmation
«  Arbitrary number of delayed groups

» Group velocities and delayed neutron parameters given
by materal and correlated liks cross sections

s Coarse mesh rebalancing, fission source extrapolation,
and simultaneous line relaxation convergence accelera-
tion methods at each time step
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Engineering Modely
The engineering models describe the space- and tme-
dependent thenmal, hydraolic, and mechanical state of the
reactor. A schematic of the reactor hydraulic system is
given in Figure 37, Within the reactor tank, the engineering
muodels can use a spatial resolution as fine as a reactor region,
Three major parts of the engineering calculation are:

s Moderstor ealoulation
s External loop and assembly flow caleulation
e Assembly thermal calculation

iteration as Blustrated in Figure 31 between these thres

paris is necessary because of the strong pressure feedback
during postalated reactor transients that lead to steam genera-
tion or loss of coolant.

Moderator Model

Heavy water flows inio the moderator space from the
bottom fittings of assemblies and from sparjets and control
assemblies. The three-dimensional flow of the moderator
is Hlustrated by the arrows in Figure 32,

A transient, three-dimensional (hex-z), two-phase, poten-
tial flow model Is used to describe moderator flow. The
main features of this model are:

s Separate diffusion coefficients for axial and radial flow

» Spatial resolution may be either a hex or a patch (group
of 7 hexes as iHustrated in Figure 21)

¢ Spatially dependent boiling and condensation rates de-
termined by assuming thermodynamic equilibrium or by
using correlations in terms of degree of subcooling
and void fraction

= Soluble poison transport

» Transport of particles from melted assemblies {currently
being developed)

e CGamma heat sources

» Heat transfer fram amsemblies

» Detailed description of the reactor vent system yielding
time-dependent systern pressures

External Loop and Assembly Flow Model

The external hydraulic system {Figure 32) consists
of six independent loops each having a pump and 1two
paratiel heat exchangers. These six loops feed heavy water
coolant into six nozeles spaced around the outside of the
coolant plenum. These six nozzles are lustrated surround-
ing the reactor lattice in Figure 28. The plenum feeds
coolant to the top fittings of fuel and target assemblies and

sparjets.
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1he main features of the external loop and assembly flow

modet are: '

+ Two-dimensional hexagonal mesh used to describe flow
paths in the plenum

« Transient flow - AP relationships describe every flow
path in external piping and assemblies

o Hardy-Cross iterative technique employed to solve
nonlinear flow - AP equations

» External leaks and pump conditions such ag cavitation
and coastdown are treated

Assembly Thermal Model

Coolant flows from the plenum, through annular asserbly
coolant channels, and into the moderator space (Figure 32).
An equivalent single-channel, two-phase transient thenmal
hydraulic model isused to determine fuel temperatures,
housing temperatures, coolant temperatures, qualities, and
pressures, The main features of this model are:

o Each assembly or groups of assemblies can be described

» Stable (liquid phase) asserably dynamics described by
conservation of mass, energy, and momentum

o Flow instability described by experimental correlations
and conservation of mass and energy

¢ Fuel and housing melting treated with empirical models

Edits

Data on the Intermediate Data Set desceibe the state of
the reactor at the current computation time. Selected data
are saved at user-specified times throughout the transient
calculation for post-execution editing and computation
restart,




Transient Response Matrix Method

Time-dependent diffugon theory with homogenized
£ross sections may aot be adequate to describe low density
{voided) regions and regions with large flux gradients. The
static response matrix method {previously described) has
been extended 1o treat time-dependent problems in two-
dimensional geometries. The transient response matrix
methed is being used to investigate the validity and accuracy
of:

« Cross section homogenization procedures

s Diffusion theory in volded regions

« Albedos to replace reflectors FiG. 33 Resctor Power and Steam Volume as a

» New procadures for obtaining diffusion parameters Eunetion of Time for a Sample Kinaties
Catoulation iphotograph of the graphics

Anatysis of GRASS Results terminal screan}

Three-dimensional, fime-dependent GRASS caleolations
generate a large volume of dats of potential interest to the
user. If GRASS were a mature produciion Subsystem, the
users could specify the Himited collection of results that he
wants, and these results could be printed and/or saved in
the data base, GLASS is an example of this type of mature
Subsystem. However, GRASS is still in the category of a
research tool that generates a large volume of potentially
useful resittts. The user must be able 1o select those results
that are significant. An interactive graphics system com-
bined with the JOSHUA data management system is being
developed for this purpose. This system will display on re-
guest the following types of graphs:

« Reactor-average results a3 & function of time {Figure 33)

» Planar-average or single-channel axial distributions at . )
Fi3. 34 Axiaf Distribution of Steam at Selected Times

selected times {Figure 34) for a Sample Kinetics Caloulation ‘photograph
«  Axial-aversge or single-level planar distributions af selected of the grephics terminal svreen)
tines {Figure 35) .
» Perspective drawings of selected two-dimensional distri-
butions

BiG. 358  One-Bectar Power Map {photograph
of the graphics terminaf sereen)
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Specialized Application Subsyste\ms

Specialized Application Subsystem is the term used here
to describe a wide variety of application modules executed
using the JOSHUA Operating Systemn. The incentives for
developing these Subsystems include:

o Extensive use of existing codes and technology

« Convenience of terminal input/output

¢ Use of the Data Mansger to interface codes

s Use of job exsoution facilities to automaie code execution
s Satisfy near-term needs

¢ Miniraal development cost

Many such Subsystems {ur single modules) have been
developed; only the five maior Subsystems involved with
rezcior physics and engineering will be described here.
These five Subsystems are iHustrated in Figure 36,

The Subsystems shown in Figure 36 may be executed
individuslly. Control modules have also been developed
10 execute the Subsystems in the proper sequence. A fre.
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FiG.36 Specistized Application Subsystems

guently used combination is:

¢ Flow-Zoning Analysis g

e Thermal-Hydraulic Limits Analysis
o Film-Boiling Burnout Analysis

This combination s referred to in later sections as the
Operating Limits Arnalysis Subsystem,

Charge Design Analysis s used to predict the normal
operating characteristics of & reactor charge as a function
of depletion. The main steps in the analysis are illustrated
iy Figure 37.

fadial Power Distribution

The reactor power distribution is factored inte a specified
awial shape and 2 caleulated radial power distribution, The
radial power distribution i caleulated using finite-difference,
two-group diffusion theory in hexagonal geometry.

Fins-Structure Corrections

T some cases, the diffusion theory prediction of power
in the nonfuel assemblies is not adequate, In these cases,
the transport theory predictions of the fine-structure fux
from GLASS caleulations are used to correct the power
estimates Tor the nonfuel assemblies.
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Power Flattening

Diffusion parameters at the control rod positions are
adjusted antil the radial power distribution satisfies user-
specified criteria, Options allow the user 1o specify the
sssemblies to be used in calculating flatness and the aggre-
gation of control rods used to achieve flatness,

Edits
A variety of results computed and saved for later use
include:
» Thermal power distributions as the sum of fission and
nonfisyon power

s Power and exposure distributions which can be directly
compared with those reporied by the resctor online
somputer

« Buckling distributions

Depletion

Isotope concentrations are precaloulated using GLASS
and correlated s a function of fission exposure. A three-
dimensional power distyibution is synthesized from the
specified axial distribution and computed radial distribution,
The resctor is depleted by prescribing a reactor-average de-
pletion inerement, computing local exposures at the end
of the Increment, and calculating isotope concentrations
by interpolation in the ¢orrelation tables. The three-dimen-
sional composition distribu tions are collapsed to two dimen-
sions for use in the next radial power calculation,

The depletion loop (Figure 37) continues until the
prescribed endpoint is reachied,

Plow-zoning analysis is used to determine the number
of distinet fow zones required and the flow rates for
each zone, The main steps in the anabysis are Pustrated in
Figure 38,

Power Distribution

The normal power distribution caleulated in the Charge
Design Analysis could serve as the basis for deriving the
optimum distribution of assembly coolant flow. If prior
experience with similar reacior charges is available, how-
aver, measured/caloulated assembly power ratios are used
to refine the caleulated distribution.

Zone Assignment

A preliminary estimate of the “best” flow distribution
is derived by assuming that the highest powered assemblies
in each zone operate at the same coolant effluent tempers-
fure. For any given number of zones, the boundaries
beiween zones ave sdiusted to vield the highest total reactor
power. The number of zones consdderad is increased until
the total reactor power Is within some fraction of the
theorstical Hmit resulting when each assembly has a flow
proportional to its power. This caleulation assigns assem-
blies 1o flow zones and provides prelimisary estimates of
relative zone flows,

Relative Limits

The preliminary estimaste from the flow zone caloulation
is adjusted by using constraints derived from consideration
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of reactor operating procedures. One such constraint is
that flow zones containing assemnblies in regions of the
reactor where the power disiribution cannot be readily
“trimmed” by adjusting control rods may not approach
limits as closely as those within the span of the control rods,
Flows to such zones are adjusted by cmpirically established
marging, The other major constraint is that, smong
neighboring fuel and {arget assemblies, fuel nssemblies must
approach limits more closely than target assemblies, 1f
necessary, target flows are adjusted with respect to fuel
flows.



Absolute Flow

Absolute flow rates are calculated from the derived re-
lative coolant flows in fuel and targetr assemblies and the
known hydraulic characteristios of the remainder of the
¥, O circulating system {including the control rod cooling
systen, the moderator jet flow system, and the external
loop). Values were assumed for absolute flows in the
preceding Relative Limits Calculation; therefore, iteration
between these two calculations is required as indicated in
Figure 38.

Auxiliary Quantities

The intended assemnbly coolant {low rates are realized
by supplying appropriate top orifice plates for each
assembly. The Absolute Flow Calculation establishes the
required pressure drops across these pieces, The pressure
drops are translated to numbers and sizes of orifices, using
empirical relationships.

One type of routine safety analbysis at Savannah River

predicts the pressure surge in the reactor confinement system

for hypothetical accidents in which the safety system fails.
Anslyses of these gocidents are used (o design charges and
define operating limits which ensure that the reactor con-
tfinernent system will not be breached.

If the safety system fails to operate following an initiating

perturhation, the course of the resulting transient has three
main phases:
» Initial power increase caused by the initiator

« Assernbly How [nstability resulting in steam injection
into the moderator

¢ Assembly melting which terminates the transient
Several assumptions are made to simplify the analvsis:
# The three phases cccur in the sequence given above,

« The configuration of the reactor af the start of each
phase cun be precaleulated.

# The space-time power distribution can be synthesized
from a poini-kinetics prediction of power level, a series

of calenlated static two-dimensional planar distributions,
and a specified axial distribution. The planar distributions

are obrained using two-group diffusion theory.

e Assemblies of the same type having similar power histories
can be treated 45 a group with events occurring simultane-

pusly in all assemblies in the group.

Using these assumptions the analyses can proceed in the
sequense shown in Figure 39
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Processing Steps

Pre-Accident Conditions

Two-dimensional power distributions and reactivity are
computed for the reactor prior to the start of the accident.
The resulfs are used along with the initjator effects to de-
seribe the initiator phase of the accident,



initiator Effects

Two-dimensional power distributions and reactivity are
conputed for the reactor with a specified fraction of the full
initiator in effect. The pre-accidernt and post-accident dis
tributions along with the known fime variation of the
initiator determine the sequence in which individual assem-
blies will steam and melt. These are collected into assembly
groups, and all assemblies in 2 group are assumed to steam and
melt at the same time,

Steaming Effecns

The condition of the reactor at the onset of steaming is
presamed known from the previous caleulation of inftistor
gffecis. The spatial distribution of steam injected into
the moderator space by a single steaming assembly is pre.
defined as a function of time after the onset of steaming,
The distribution from several assemblies steaming is cal-
cudated from the locations of the steaming assemblies. A
two-group, three-dimensional static diffusion theory cal-
culation is done with the maximum mmount of steam from
the first assernbly group. The resulting power distortions
{collapsed to two dimensions) and resctivity have the pre-
defined time variation, Similar cajculations are done for
the subsequent assembly groups assuming each prior assernbly
group i af maximum stearning.

‘Metting Effects

The condition of the reactor at the onset of melting is
assumed to be the same as calculated for initiator effects,
A two-group, two-dimensional static diffusion theory cal
culation is done with full melting of the first assembly
group. The resulting power distortions snd reactivity are
assumed to follow predefined functions of the melted
fraction. Sim#lar cadculations are done for subsequent
assernbly groups assuming each prior assembly group has
fully melted,

Power Lavel

The reactor-gverage power level as s function of time is
compited using a one-group, point-kinetes model. Delaved
neutrons, xenon coefficients, and remperature coefficients
are treated as reactoraverage effects, Additional reactivity
effects are derived from assembly feedback.

Reactor-average temperatures used {or temperature feed-
back are caleulated from one-dimensional thermabhydraulic
calculations of temperatuses in typical assemblies, the
moderator, and the external hyvdravlic toop. Predefined
statistical weights are used fo nbiain the average of these
temperatures,
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Assembly State

The current reastor power level is used to update the
relative power and state of each assembly group. The re.
fative power is determined by the initial power plus
variations caused by the initidtor, steaming, and melting
effects. The progress of each effect is determined by the
nature of the initiator, the time elapsed following the
onset of steaming, and energy generated following the
onset of melting, respectively.

The relative power and cutrent state of the assembly
group are used to predict a new state. The states considered
are stable flow, flashing, flow instability, adiabatic heating,
and melting. Assemblies can move forward or backward
{except from melting} through these states,

Assembly Feedback

Assembly groups contribute to reactivity fesdback by
steamning or melting, The progress of each of these effects
determined in the previous step is combined with the pre-
caleulated maximum reactivity of each effect to produce the
tolal reactivity used in the point-kinetics calculation.

Auxiliary Quantities

A variety of auxiliary quantities used to assess the nature
and extent of damage to the reactor and to the Confinement
System are calculated and reported. Among these are:

« The number of assemblies in each of the “states” {defined
previously} at any given thne

+ Anindex denoting how close a steaming assembly comes
o recovering stable flow {as opposed to proceeding to
the melting state)

s The mass of steam generated during each increment of
time (ignoring quenching effects)

The last guantity is used a5 input o the pressure calculation

described below,

Pressure Surge

Stearn generated by assemblies in the state of fow in-
stability is assumed transmitied immediately to the reactor
oom, without quenching and with no pressure drops due
10 passage through any realistic flow paths. This source of
steam passes through the radicactivity confinement system
{a filtered ventilation system), up the stack to the atmosphere.
Pressures at key points along the flow path are calculated
as functions of time. The maximum values derived must
be less than prescribed limits.



Another type of rootine safety analysis predists the
transienis in conlant effluent temperatures that would re-
sult from hypothetical accidents terminated by automatic
safety systems. Analyses of these accidents are used to
define Bmits on normal opersting temperatures,

With the safety systems working, some initiating mechan-
i {power surge or How reduction) could cause an increase
in coolant temperatures until the safety systems shui the
reactor down. By calculating the course of the {ransient, a
value for initial ternperature can be found such that the
maximum temperature achieved does not exceed the
saturation temperature. The steps in this analysis are
given in Figure 40, The analysis is repeated for a standard
series of sccidents.

Baturation Temperature

The saturation temperature (boiling point} of IO
is a known function of absolute pressure, The task is o
caloulate the absolute pressure al all polnts of interest.
These include the minimum pressure points in each coolant
channel, in the assembly bottom fittings, and in the reactor
efftuent pipes. Pressures are calculated using conventional
hydraulics equations with parameters derved from the
Flow-Zoning Analysts previousty described, Where the
aecident initiating mechanism is a Jow reduction, pressures
{and corresponding saluration temperatures} are caleulated
as functons of dow rate.

Transients

The reactor-average power level s computed as a function
of time, using a one-group, point-kinetics model, Delayed
neutrons and xenon and temperature reactivity effects
are treated 2s reactor-average quantities, Given the reactor
power level, assembly coolant temperatures (the maximum
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for each flow zone) are computed from conventional heat
transfer equations. Assembly coolant temperatures are
monitored to determine the time at which automatic safety
circuits would be tripped. The reactivity transient due to
dropping safety rods follows a precalculated course, be-
ginning at a known delay time after the safety circuits are
tripped. The principal besults derived from this caleulation
are the maximum/initial assembly AT values during the
transient.

Limits

A coolant effinent temperature may be expressed as the
sum of the inlet temperature and the temperature rise (AT)
across an assembly {or an individual coolant channel or the
entite reactory. This relationship, plus the maximum/initial
AT ratios from the Transient Calculation, may be used 1o
derive initial effluent témperatures that would just approach
saturation temperatures during the transient. This calcula-
tion is done as & function of inlet temperature. The opera-
ting temperature limits, which are the final objectives of
this analysis, are se1 lower than the derived initial tempera-
tures by empirically established margins,
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Another type of routine safety analysis predicts the
extent of fuel damage duve {o film-bolling burnout under
static and transient conditions. These analyses are used
to define limits on the heat flux af the fuelcoolant inter-
face. Limits are expressed in terms of a Burnout Safety
Factor {BOSF}, the ratio of burnout heat flux to actual
hest flux, Quantitative analysis of the phenomenon is
based on experiments from which the degree of damage
{amount of fuel melied) van be correlated with BOSF.
The analysis proceeds in the three steps shown in Figure
41,

Assembly BOSF

A prescribad axial power distzibution plug heat and
flow splits to each coolant channel are used to caleulate
BOSF as a function of assembly power, oncs for sach
flow zone.

Reactor Damage

For an assumed value of reactor power, the normal power
distribution derived {rom the Charge Design Calculation is
used to establish individual assembly powers, The empirical
Damage versus BOSF relatinaship is used with the BOSF
versus power relationship from the preceding step fo derive
the total amount of damage resulting at a given reactor
power, The caloulated amount of damage is compared
with limnits, a8 discussed in the following step and reactor
power sdjusted until the amount of damage I8 precisely the
limit prescribed.

Limits

BOSY Hmits are calvulated for both static and transient
conditions, In sither case, reactor power is adiusted until
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total reactor damage is precisely equal to some prescribed
amount, The limit for a given type of assembly becomes
the mintmum BOSF for that type of assembly in the reactor
under the condition,

Calculated Damage = Prescribed Damage

‘The static limit pertains to normal, constant power
operating conditions. Because of the statistical natare of
the Damage versus BOSF correlation, zero damage may not
be prescribed. Instead, an acceptably low damage value is
prescribed,

The transient Hmit pertains to the extreme conditions
reached during the same transients considered in the
Thermal-Hydraulic Limits Analyses (terminated by aufomatic
safety gystems). In view of the reduced probability of
occurrence of such {ransients, some higher allowable damage
value is prescribed. Also,.the maximum/initial assembly
power ratios noted during the Thermal-Hydraulic Limits
Analyses are wsed in computing damags,

The static and transient BOSF limits are compared. The
lower of the two, minus some pad, is used as the operating

Hmit,



JOSHUA System Statistics

The JOSHUA System hes been under development since
early 1968, The total level of effort in each of these seven
vears is shown in Figure 42, The largest effort occurred in
the 1971-72 period during which nearly 22 people were
involved. It is expected that a continuing effort of about
3 people for several more years will be required to refine
and extend the Analysis Subsystems.

The development effort by Analysis Subsystem and
year is givens in Table 2. As expected, the largest effort
has gone into Lattice Analysis, Reactor Analysis, and the
Operating System. The 308 man-yesrs expended on the
Operating System can be broken down ag follows:

+ 65% development

» 20% maintenance

#

o 15% training snd assistance

These percentages are probably reasonzble also for the
Analysis Subsystems.

TARBLE 2

Developement Effort {manwyears)

Catendar Year

Ardlysis Subsystem T9GE 1ne9 j9r 1971 1972
Basic Data 1.5 1.5 1.8 4.9 8.3

Generalived Lattice 3.8 27 3.7 28 3.7
Correlation Reduction - . - 06 1.9
Generalized Reactor - 0.4 5.6 1.8 FA

Charge Design - . - . 1.0
Operating Limits - - - - €©.7

Confinement Frotection - - - - 1.8
Application Toral 53 46 10.5 183 187
Operating System 8 3.1 6.5 6.1 6.3
System Total 8.1 1.7 17.0 214 220

1973

1.5
3.0
2.0
35
03
1.5

118
3.5

153

36

1974

20
1.7
35
9.2
1.0

84
25

109

Man-Yaars per Yeor

72
Guolendor Yeor

%

FiG. 42 Level of Effort in JOSHUA Davelopmant

Total

1.5
217
6.2
305
1.5
32
1.0

116
308

1024
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The number of people using JOSHUA (excluding those
using only the Editor facility) has grown rapidly over the
past vears { Figure 43} Currently 98 users probably
represent 90% of the total number of potential users,

The growth in computing time used by JOSHUA Analysis
Subssysterns is shown in Figure 44, The JOSRUA workload
is measured in percent of total available CPU time and
currently runs about 76%. The increased workload in
1971 reflects the first production use of the Lattice

9, ? 1 T 7 T

@& @X
2 i3

Number of JOSHUA Users
E-Y
)

24

R R T M "
Lolendar Yeor

FIG. 43 Number of JOSHUA Users

All Analysis Subsystems were originally written in the
TRM FORTRAN IV Language. In some cases Hasic
Assernbly Language equivalents of critical routines were
also written. The size of the FORTRAN source decks is
given in Table 3. The total number of FORTRAN cards
is approximately 3 x 10°. The total aumber of modules

TABLE 3
Program $ize for Each Analysis Subsystem
Total No, of

New of Sowrce Cards
Analysis Subsystern Modules {thousands}
Basic Data 5 44
Gensralized Lattice 33 1506
Correlation Reduction 6 20
Gengralized Reactor 14 58
Charge Design 4 14
Operating Limity 7 i3
Confinement Protection b3 18
Tetal 74 305
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Analysis Subsystem,

Terminals were installed in 1970, and their use has
grown rapidly since then. The workload submitted from
terminals is also shown in Figure 44, Neady 97% of the
JOSHUA workload is submitted from terminals. The user
has g choice of submitting jobs from cards or terminals;
the 97% workload demonstrates the user preference for
terminals,
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FiG, 44  JOSHUA Workload

is 74, giving an average module size of about 4000 cards.
The current allocated size of the JOSHUA Data Base

is given in Table 4. Of the total allocated space of

2 x 10® bytes, 6% is used for directories to the data,

and 94% is used for data. Over half of the allocated

space is used for temporary Job Data Sets,

TABLE 4

Aliocated” Data Base
{November 1974)

Size % of
Category [megabyvies) Totaf
Total Data Base 1938 160
Directory Space 12 6
Data Space 187 94
Standard Data Sets 35 18
User Data Sets 56 8
job Data Sets 108 54

2 The amount of space in active gse varies from 70 to 906%
of the allocgted space on a duy-to-day basis.



The statistios on use of the Analysis Subsystems during
November [974 are given in Table 5. The statistics will
vary considersbly from month to month, but the Lattice
and Heactor Analysis Subsystems aways consume the
targest number of CPL hovrs. The high use of the Reactor
Analysis Subsystem during Movember reflects the extensive
testing of the Kinetics modules during the latter part of
1974,

The number of jubs submitted in Noversber {18613 s
fatrly tvpical as is the number of jobs per day (91). Since
each joly may consist of multiple cases, the number of cases
submitied is quite large snd typical of 4 production comput-
ing environunent, For example, an average of 19 Jattices
are calenfated per job 5o that a total of about 1920 lattices
were caleulated duving November, or about 90 Iattices per
day.

Most Analysis Subsystens use dynamic main storege
allovation combined with g data rolbin/rolb-out strategy
delermined i execution dme. 1f the aser reguests the
minimurn maio storage required for a job, a large amount
of transfer of data between main storage and disk will oceur.
Conversely, if the aser requests 3 large amount of main
storage, the data transfer will be minimized. In the multi-

TABLE 5

joshua Use Statistics
{November 1974}

No, ¥ of Avg

of ey JOSHUA Core Avg
Anafysis Subsystem lobs  Hours  CPU Hours K JabsiDay
Basic Data 82 32 18 350 4
Generatized Lattice 192 20.0 1.5 475 9
Correlation Reduction 92 0.8 0.5 406
Generalized Reactor 4.5 518 46.7 550 43
Charge Design 83 5.7 3.3 300 4
Confinement Protection 309 83 4.7 275 15
Operating Limits 218 14 0.8 300 11
Total 1861 1212 69.3 440 L3

programyming (MVYT) environment at Savannah River with
about 1600K of available main storage, the best operation
is obtained with at least three concurrent jobs in main stor-
age. Therefore, most jobs are executed in 400-600K as
indicated iyt Table 5.

The JOSHUA Operating System has been in production
ase sinee 1970, The source decks contain some 40,000
cards, 35% of which are written in FORTRAN, and 65%
in Basic Assembly Language.

Extensive statistics on the use and operation of the
Opersting System have been gathered over the vears. These
statistics have been vital to the continued improvement of
the system’s performance. An example of the activity and
gfficiency of the Operating System is given in Table 6,
Average daily statistics for both terminal and batch activities
were measured inlate 1972, Since all modules are executed

in the batch mode, the statistics for the baich are those for the

Analysis Subsystern modules. The statistics for the terminals
reflect the creation, modificadon, snd inspection of data
atong with Data Set mainienance,

The ratie of directory 1€ requests to data management
requests is an indication of the efficiency of the directory
search algorithim and the sequence of data management
requests. The ratio of 1.32 {or terminals reflects the random

TABLE 6

Average Daily® Statistics for Terminals and Batch

Termingfs Barch
Data Management Reguests 17,359 148,258
Drirectory 10 Reguests 12892 29,083

Directory 1/0 Requests 132 0.20
Drata Management Reguests

Tirne for Directory 1/ Requests

9 minutes 12 minutes

a Shour terminal duy, 24-hovr bateh day

sequence of requests, whereas the ratio of 0.2 for the batch
reflects a combination of random requests followed by
sequential requests. The system’s overhead is the disk access
time required 1o locate data. The measured overhead of 21
minutes/day is quite satisfactory and provides little incentive
for further Improvement.



Future Development

The JOSHUA System currently provides the users at
Savannah River with 3 basic set of computational tools for
reactor design and analysis, Future developments fall into
two categories:

+ boproving the existing capability

s  Adding new capabilities

The possible improvements and extensions of the JOSHUA
System are discussed in this section. Whether these improve-
ments and extensions are ever implemented will depend on
programmatic needs, priorities, manpower limitations, and
the availability of outside funding.

Two major new gpplication sysiems are anticipated:
e Productdon Planping and Control
= Envirommental Transport

The Production Planning and Control System {s
eurrently under development, Major components of the
System include:

s Accouniobility inventory management

« Reactor forecasting and production control

e Centralized essential materials control

Continued development of the Operating System is re-
quired to:

+ Incorporate interactive graphics
s Adapt to new hardware

¢+ Provide for future needs

Interactive computer graphics equipment was installed
in late 1973, Some software has been developed, but
full integration into the existing Terminal Monitor or,
ablternatively, the development of a separaie Graphics
Operating System remains (0 be done, The specific
direction of the development depends on the future changes
in the Terminal Monitor,

Two major hardware changes are anticipated. The first
change is the scguisition of additional terminals. These
new terminals will not be of the TBM 2260 type currently
inuse. The Terminal Monitor will have to be modified to
interface with a variety of terminals. A second hardware
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o Np-*3¥Pu forecasting

» Reactor cooling basin analysis
« Heavy water inventory control

The Environmental Transport System would incorporate
several existing atmospheric, surface water, and ground
water transport models of the Savannah River Plant locality,
Data obtained from on-line atmospheric monitoring would
be used with stmogpheric digpersion models to predict the
digtribution and consequences of potential radivactive
releases.

3 i e e
change is the possible scquisition of a foreground computer,
probably one of the 1BM 370 series with Virtual Storage
capabilities, Conversion of the Operating System to this
multiprocessing environment will require extensive efforis
to produce an efficient system capable of handling an in-
creasing munber of terminals. The Time Sharing Option
{150 of IBM is being evaluated for possible use in
handling these expanded terminal requirements.

Although the facilities provided by the JOSHUA Opera-
ting System are adequate for sclentific applications, one of
the planned new applications (Production Planning and
Control) requires data management facilities of both the
scientific and business type. Many of the facilities associated
with business data management could be profitably used
by the existing JOSHUA scientific applications. There is
then an incentive o develop a terminal and data manage-
ment system useful for both business and sclentific apph-
cations.



No changes are needed except as required by changes in

the ENDF/B formats.

i

For the most part, this Subsystem I8 3 mature and stable

Subsystem. Several ongoing improvements need to be
completed:

&

Retfinement of the Transmission Probability Method

Implementation needed ro make the various methods
for caleulating fine-strocture flux fully interchangeable

Optimizing the numerical and coding methods

Several new developments deserve consideration:

A perturbation theory option for the Tranumnission
Probability Method could reduce the number of lattice
calvulations required to prepare correlated cross sections
for kineties caloulations.

The present resonance capture treaiment is both slow
and restrictive. Faster methods with improved accuracy
are available.

The development of transient response matrices is in
progress, This development could be applied to the
verification of the lattice homogenization procedures
for transient calculations,

Input processing modules could be extended to treat
light water reactor lattice geometries,

Considerable additional development of this Subsystem

is required. Most of the needed effort is in understanding
the:

Relection of lattice states to use in the correlation
Selection of correlating variables

» Selection of variable transformations

+ Required accuracy of the correlation

Interactive graphics has proved to be a powerfu! tool

for gaining this understanding. The integration of inter-
active graphics in this Subsystem needs to be completad.

This subsystem is refatively new and much remains to be

done. Further developments in the static analyses include:

L

L]

Improve input preparation facilities
Extend input preparation to include orthogonat geometries
Reduce depletion caleulation time

Implement spatial synthesis method to reduce static
three-dimensiona flux calculation time

MNeeded developments in the Kinetic analyses include:

Improved numerical, coding, and logic methods to re-
duce compusting time of existing modules

Development of simplified models based on results of
the full models

Add neutronic kinetic capability for orthogonal geo-
metries

Continued development of kinetic response matrices to
verify diffusion theory results

Development of the data management and interactive
graphics capabilities needed to analyze the results of
reactor transtent calculations
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Availability

The JOSHUA System was developed to satisfy the
computationsl requirements of Savannah River but may also
be useful to other installations. The JOSHUA Operating
System and Generalized Application Subsystems are
nonproprietary and unclassified. The possible use of these

parts of the JOSHUA System at other installations is dis-
cussed in terms of:

« Applicability to other reactor types

« Computer restrictions

s Availability

Some portions of the JOSHUA System are not applicable
to other types of reactors. in particular, the Specialized
Application Systems and many of the enginesring models
in the Generalized Application Subsystems are unigue to
the Savannah River reactors. However, much of the
Generalized Application Subgystems is directly applicable
or extendable {o 3 wide variety of reactor types.

The Bagic Data Analysis Subsystem is directly applicable
to all thermal reactors, The Data Sets are applicable to fast
reactor analysis, but additional spectrum calculation modules

«would be nesded.

The Generalized Lattice Anabysis Subsystem is useful
anly for thermal reactors. The flux caleulation modules can
treat most practical two-dimensional geometries using multi-

group transport theory. However, the input processing
modules treat only those geometries of interest at Savannah
River.

The Correlation Reduction Analysis Subsystem is
applicable to all types of reactors.

The neutronics part of the Generalized Reactor Analysis
Subsystem is quite general, treating all practical reactor
geometries. Although the number of energy groups is
currently limited to 20, this limit can be easily increased.
The basic calvutational progedures appear o be applicable
to all reactor types. The power flattening algorithm and
the input processing modules are at present unigue to the
Savannah River reactors.

The JOSHUA System was developed for use on an
IBM 360/195. The System has been successfully operated
on an JBM 360/65 and 75, Tt appears that the JOSHUA
System can be operated op any large TBM 360 or 370 class
computer with st least one megabyte of core and several
disk packs. I IBM 22060 equivalent terminals are not
available, the System can be operated entirely in the bateh
mode,

Conversion of the JOSHUA System to operate on non-
IBM computers is feasible but may be prohibitively ex-
pensive. The cost of conversion to operate on a CDC-7600
bas been estimated at 8§ to 10 man-vears. The reason for the
high conversion cost is that many features sapported by IBM
FORTRAN (but not supported by CDC FORTRAN} have
been used extensively in both the application modules
and operating system,

Nearly 4,000 pages of detailed documentation of the
JOSHUA System have been produced. This documentation
is described in Appendix B, Approximately half of the
documentation is current and is available from ERDA
Technical Information Cenfer, P. 0. Box 62, Oak Ridge,
Tennessee 37830, The remaining half is being updated
and will be available in mid-19735.
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Source decks for the JOSHUA Operating System and
the Generalized Lattice Analysis Subsystem are in the
Argonne Code Center. The remaining portions of the
Generalized Application Subsystems which may have use
ouiside of Savannah River will be sent to the Argonne
Code Center during 1975,
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37830, The remaining volumes are being updated
and will be released to Technieal Information
Center in mid-1975, The following table lists the
volume numbers, titles, number of single-spaced
pages, and status.

Approximate  Relegsed
Volume  Tirke Pages to TIC
1 General 300
2 Liser's Guide 475 X
3 Data Set Specifications 285 X
4 Lattice Physics 640
5 Basic Data Processing 200 %
& Seatic Reactor Phyvgics 330
Transient Beactor Physics 280
2 Corvelation 200
Operating System 1230 x
Toud 3926
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